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ABSTRACT
Agents usually encapsulate their principals’ personal data
attributes, which can be disclosed to other agents during
agent interactions, producing a potential loss of privacy.
We propose self-disclosure decision-making mechanisms for
agents to decide whether disclosing personal data attributes
to other agents is acceptable or not. Moreover, we also pro-
pose secure agent infrastructures to protect the information
that agents decide to disclose from undesired accesses.
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1. INTRODUCTION
Nowadays, in the era of global connectivity (everything

is inter-connected anytime and everywhere) with almost 2
billion users with connection to the Internet as of 20101,
privacy is of great concern. Recent studies show that only
8% of users are unconcerned about privacy [9]. Moreover,
almost 95% of web users admitted they have declined to
provide personal information to web sites at one time or
another when asked [3].

2. MOTIVATION
Autonomous agents play a crucial role to safeguard and

preserve their principals’ privacy. This is because agents
encapsulate personal information of their principal [1]. They
usually have a detailed profile of their principal’s names,
preferences, roles in organizations and institutions, location,
transactions performed, and other personal information.

1http://www.internetworldstats.com/stats.htm
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Westin [8] defined privacy as a “personal adjustment pro-
cess” in which individuals balance “the desire for privacy
with the desire for disclosure and communication”. Westin
proposed his definition for privacy long before the explo-
sive growth of the Internet. We consider that it also applies
to autonomous agents that engage in online interactions.
Agents carry out interactions on behalf of their owners so
that they usually exchange personal information of their
principals. This may raise privacy concerns, because this
exchange of personal information can produce a potential
loss of privacy. Thus, agents need self-disclosure decision-
making mechanisms to decide whether disclosing personal
data attributes to other agents is acceptable or not. Once
an agent has decided which information to disclose to what
other agent, this information should be protected from un-
desired accesses. This includes the ability of disclosing infor-
mation about their principals without disclosing their prin-
cipals’ identities if they decide so.

3. CONTRIBUTIONS

3.1 Self-disclosure Decision Making
Current self-disclosure decision-making mechanisms are

based on the privacy-utility tradeoff ([4]). This tradeoff con-
siders the direct benefit of disclosing personal information
and the privacy loss it may cause; for instance, the tradeoff
between the reduction in time to perform an online search
when personal information (e.g. geographical location) is
given and the privacy loss due to such disclosure [4].

There are many cases where the direct benefit of disclos-
ing personal information is not known in advance. This is
the case in human relationships, where the disclosure of per-
sonal information in fact plays a crucial role in the building
of these relationships [2]. These relationships may or may
not eventually report a direct benefit for an individual. For
instance, a close friend tells you what party he voted for.
He may disclose this information without knowing (or ex-
pecting) the future gain in utility this may cause. Indeed, it
might not report him any benefit ever.

We propose a self-disclosure decision-making model based
on intimacy and privacy measures to deal with these situa-
tions [7]. Our model considers psychological findings regard-
ing how humans disclose personal information in the build-
ing of their relationships, such as the well-studied disclosure
reciprocity phenomenon [2]. This phenomenon is based on
the fact that one person’s disclosure encourages the disclo-
sure of the other person in the interaction, which in turn,
encourages more disclosures from the first person.
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Intimacy accounts for the information gain of all the mes-
sages received from another agent. Privacy accounts for the
information loss caused by sending a message valuated with
the sensitivity of the information disclosed. Agents may
choose to disclose information that maximizes the estimation
of the increase in intimacy while at the same time minimiz-
ing the privacy loss. Moreover, they consider how balanced
their relationships are, i.e., they may decide not to perform
disclosures to agents that do not reciprocate them with more
disclosures (following the reciprocity phenomenon).

3.2 Secure Agent Platform
Once an agent has decided which information to disclose

to which other agent, this information must be protected
from accesses from any other third parties different from
the agent to which the information is directed to. This in-
cludes parties from their local computer and network but
also different locations, even across the Internet. We con-
tribute a secure Agent Platform (AP) that allow agents to
interact to each other in a secure fashion [5]. To this aim,
our secure AP provides authorization mechanisms based on
mandatory access control (agents are confined to access a
subset of their principals’ permissions), and encryption and
decryption of messages exchanged based on Kerberos2.

Moreover, our secure AP allows agents to authenticate
to each other without disclosing their principals’ identities.
Agents have their own identities that act as pseudonyms
for their principals. Our secure Agent Platform keeps track
of the association between principal and agent identities.
Therefore, principal identities can be obtained for account-
ability concerns, such as law enforcement.

3.3 Privacy-enhancing Agent Identity Manage-
ment

Our secure AP keeps track of the agent’s principal identity
and its association to the agent identity. Thus, the AP itself
can be a privacy threat for the principals running agents
on top of it. Moreover, agents need to selectively disclose
personal data attributes in their identity to other agents
following our proposed self-disclosure decision making. This
includes the necessity of allowing more than one identity
per agent to be used in different disclosures (or different
contexts). Thus, different disclosures (in possible different
contexts) can remain unlinkable to each other if desired.

We propose an Identity Management Model for Multia-
gent Systems to enhance the privacy of agent’s principals
[6]. Our model is based on current Privacy-enhancing Iden-
tity Management Systems and uses partial identities as a
key concept for identifying entities (agents and principals).
In a nutshell and informally speaking, a partial identity can
be seen as a pseudonym and a set of attributes attached to
it. Our model allow agents to have multiple partial identi-
ties and define access control rights for other agents to the
attributes in them. Agents can define these rights based on
our self-disclosure decision-making model.

In Privacy-enhancing Identity Management Systems, par-
tial identities are issued by Identity Providers (IdPs). In
our model, agents must provide their principal’s identity, or
an existing partial identity to obtain new partial identities.
IdPs do not make this association publicly known, but can
disclose it if required by a court. Agents can register in an

2http://web.mit.edu/kerberos/

AP using a partial identity. Therefore, agent identity man-
agement is decoupled from the system where identities are
used, increasing the privacy of principals.

4. FUTURE WORK
We claim that agents following our self-disclosure decision-

making model lose less privacy than agents that do not use
them when disclosing personal information to other agents.
We now want to prove this claim experimentally. To this
aim, we are performing experiments comparing agents us-
ing these self-disclosure decision-making mechanisms with
privacy unconcerned agents that do not use them. We con-
sider environments in which there are different percents of
malicious agents, from 0% to 100% of malicious agents. We
consider malicious agents to be agents that are only inter-
ested in obtaining information from other agents without
increasing intimacy, i.e., they do not provide information
about themselves or if they do, they lie about themselves.

We are also exploring strategies for agents not to be sin-
cere when disclosing a PDA. This could be useful once these
agents detect that they are interacting with malicious agents.
They could choose to keep on disclosing PDAs while being
insincere instead of not disclosing any other PDA to such
malicious agents. Thus, using such strategies agents would
be able to lie to liars.
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