
Subjective Partial Cooperation in Multi-agent Local Search

(Extended Abstract)
Adi Eisen, Lahan Mor and Roie Zivan

Industrial Engineering and Management department, Ben Gurion University
Beer-Sheva, Israel

{eisenad,lahanm,zivanr}@bgu.ac.il

ABSTRACT
A partial cooperative model that was recently proposed of-
fers a balance between the two extreme scenarios commonly
assumed in multi-agent systems, either completely compet-
itive or fully cooperative agents. Partial cooperative agents
act cooperatively in a distributed search process, as long as
the outcome satisfies some threshold on their personal util-
ity, otherwise, they act selfishly. While personal thresholds
formalize intentions for cooperation in the existing model,
inter agent relationships are not considered, although in re-
alistic scenarios agents are often willing to act more coop-
eratively in their interactions with specific agents than with
others, i.e., they have subjective cooperation intentions.

We propose an extension to the partial cooperative model
by introducing subjective intentions for cooperation. When
making decisions on whether to perform cooperative actions
agents take into consideration the identity of the agents
these actions affect. A preliminary experimental evalua-
tion demonstrates the advantage algorithms that consider
the model have over algorithms that do not.
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1. INTRODUCTION
Many realistic multi agent applications include partially

cooperative agents, e.g., consider a standard working envi-
ronment in which employees perform tasks for the benefit
of the organization they work for and get a pay check in
return. In this most common situation agents are naturally
self interested and often have the option to increase their
own benefit within the organization, however, they are re-
quired to act loyally to increase the organizational profits.
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A partial cooperation model for representing such com-
mon scenarios was recently proposed [2]. This model de-
fines a threshold on the personal gain of an agent from an
interaction with other agents and assumes that agents act
cooperatively as long as their personal benefit is higher than
this threshold. In this model, cooperation decisions agents
make do not depend on the identity of the agents they co-
operate with. However, in many realistic scenarios this is a
major parameter in the decision. Consider the working sce-
nario described above. If one worker asks another to replace
shifts with her, obviously, the personal relations between
the agents will affect the decision whether to agree. Such
subjective relationships were previously observed by social
scientists and applied in game theory, e.g., in algorithms for
multi player games [3].

In this work we extend the partial cooperative model pro-
posed in [2] by allowing the representation of multi-agent
scenarios in which partial cooperative agents attempt to
solve asymmetric distributed constraint optimization prob-
lems (ADCOPs [1]) similar to the examples described above.

The proposed extended model defines thresholds on re-
ductions of personal utilities that are caused as a result of
violations of constraints with specific agents. Thus, an agent
can be willing to endure a cost incurred following the vio-
lation of a constraint in which some agents are involved,
while not willing to endure the same cost incurred due to
the violation of a constraint involving other agents.

As in [2], we are able to adjust the anytime mechanism
proposed in [4] such that in combination with this mecha-
nism, any local search algorithm will produce solutions that
satisfy the thresholds of all agents. However, a preliminary
experimental study demonstrates that algorithms that are
aware of these thresholds have a clear advantage over algo-
rithms that do not.

2. SUBJECTIVE PARTIAL COOPERATION
1In the partial cooperation model, a parameter λi is used

to represent for each agent i its intentions for cooperation.
An agent i is willing to cooperate in an interaction with
other agents as long as the utility it derives from the out-
come Ui(o) of the interaction (or cost it incurs) is within λi

from the utility it would have derived if it would have per-
formed selfishly µi, i.e., µi −Ui(o) ≤ λi. Thus, we are seek-
ing the solution to the ADCOP that maximizes the global
utility (e.g., sum of all personal utilities) while satisfying all
personal thresholds.

1For a formal description of asymmetric DCOPs see [1].
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We extend the model by defining for each agent i a specific
threshold for each constrained neighbor j, λi(j) and add the
requirement that for each of its neighboring agent j, the
reduction in utility for agent i incurred from the constraints
involving j is not larger than λi(j). In addition we require
the following realistic bounds: maxj λi(j) ≤ λi ≤

∑
j λi(j),

i.e., cooperation is composed from cooperative actions that
affect neighboring agents, thus, a personal threshold that is
larger than the global threshold is meaningless. Similarly, it
is impossible to breach a global threshold that is larger than
the sum of all personal thresholds.

Validating that algorithms report solutions that satisfy all
personal thresholds can be done in an algorithm independent
manner by making a small adjustment to the Anytime mech-
anism for DCOP local search algorithms presented in [4].
This mechanism allows agents to hold in each iteration the
best solution explored so far. The adjustment suggested
in [1] allows agents to reject solutions in which their thresh-
old was not satisfied. A small additional adjustment is re-
quired so agents will also validate that all λi(j) thresholds
are satisfied as well.

3. LOCAL SEARCH ALGORITHMS
The adjusted anytime mechanism allows the use of any

distributed local search algorithm for solving subjective par-
tial cooperative problems. However, in [1] specific designed
algorithms that exploit the properties of the partial cooper-
ative model were found to outperform standard distributed
local search algorithms when they are used in combination
with the adjusted anytime mechanism. Two such algorithms
were designed. In the most successful one, Goods-MGM,
agents send nogoods to neighboring agents that their cur-
rent assignment prevents the sending agents from satisfying
their thresholds. When an agent that sent a nogood detects
that, following assignment replacements of other neighbor-
ing agents, this nogood is not valid anymore, it sends the
neighbor holding the nogood a good message indicating that
the nogood can be discarded (for more details see [2]). This
algorithm can be adjusted to the subjective partial coopera-
tive model by having agents send nogoods to their neighbors
when the threshold on the constraints involving them, λi(j),
cannot be satisfied.

In order to validate that this adjustment of the algorithm
is indeed necessary, we performed an experiment comparing
four types of algorithms, each representing different levels
of awareness to the model’s details: a standard DCOP algo-
rithm in which agents assume that constraints are symmet-
ric, an ADCOP algorithm in which agents are aware that the
problem includes asymmetric constraints, a partial coopera-
tive algorithm (the Goods-MGM algorithm described above)
in which agents consider the λi thresholds, and a subjective
partial cooperative algorithm in which agents consider all
of the above and the λi(j) thresholds as well. These algo-
rithms are denoted in Figure 1 by MGM, MGM-ADCOP,
Goods-MGM-PC and Goods-MGM-SPC respectively. All
algorithms were combined with the adjusted anytime frame-
work that validates that all solutions satisfy all thresholds.

Figure 1 presents the costs of the solutions found by the
four algorithms as a function of the number of iterations the
algorithm is performed. The problems are random asymmet-
ric minimization DCOPs with 50 agents, density 0.1, tight-
ness 0.5 and costs for violated constraints selected uniformly
in the range 1...99. Thresholds were selected randomly from
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Figure 1: Average solution costs of the MGM ver-
sions when solving random problems

a normal distribution. Results are averaged over 50 runs of
each algorithm solving different random problem instances.
It is clear that the only algorithm that does not converge
immediately is the version of Goods-MGM that is aware of
the details of the model. This algorithm improves mono-
tonically and finds solutions with lower costs than the other
algorithms. Obviously the other algorithms do not explore
valid solutions after the first few iterations.

4. DISCUSSION
Multi-agent combinatorial problems in which each agent

has its own valuation for combinations of assignments can
naturally be represented by the Asymmetric Distributed Con-
straint Optimization (ADCOP) model. Solving an ADCOP
is a distributed search process that requires the cooperation
of all participating agents.

The partial cooperation model represents the intentions
for cooperation of partial cooperative agents by defining a
threshold on the loss agents are willing to endure while coop-
erating. The subjective partial cooperation model we pro-
pose in this work extends the model by representing the
intentions of agents for cooperation with respect to personal
relationships with other agents. This is done by specifying
subjective thresholds on the reduction in utility an agent
is willing to endure as a result of violations of constraints
involving each of the agents it is constrained with.

An adjustment of the anytime mechanism proposed in [4]
can validate that any local search algorithm reports solutions
that satisfy all thresholds. However, we presented an exper-
iment that encourages the design of specific model aware al-
gorithms for subjective partial cooperative distributed prob-
lems. Thus, in future work we intend to design and evaluate
such algorithms.
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