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ABSTRACT
Large scale public events are attractive targets for terrorist
attacks. It is of great significance to intelligently allocate
limited security resources to protect such events. In most
public events, the impact of an attack at different targets
changes over time. For instance, in marathon, the impact
of an attack at different locations changes over time as the
participants move along the race course. In addition, the po-
lice can relocate security resources among potential attacked
targets at any time during the event and an attacker may
act at any time, thus the strategy spaces of both agents are
continuous. Furthermore, a certain kind of public events,
e.g., the Olympic Games, is usually held infrequently. Thus
the attacker does not get an opportunity to conduct surveil-
lance and respond to a distribution of defender strategies.
In this paper, we aim to address the security resource al-
location problem in public events domain with time-critical
payoff, continuous strategy spaces, and low frequency.
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1. INTRODUCTION
Protecting large public events is extremely important, since

such events usually provide easy access to a large number
of targets for the adversary. In addition, an attack on any
target can cause terrible damage. Recently, two bombs ex-
ploded near the ending point of the Boston Marathon on
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Figure 1: Boston marathon bombings

April 15, 2013, killing 3 people and injuring an estimated
264 others (See Figure 1).

However, the security resource allocation problem in such
domains is challenging. First, the importance of targets
changes over time. For example, the value of targets along a
marathon track changes over time with the changing number
of participants and spectators at any specific area over the
course of the race. Since the number of security resources
like policemen or patrolling cars is limited, such resources
need to be intelligently allocated to protect the event. Sec-
ond, the attacker may attack at any time and the defender
can relocate resources among targets at any time, thus the
strategy space of each agent is continuous and infinite. Fur-
thermore, due to the rarity of such events, the attacker does
not get an opportunity to conduct surveillance and respond
to a distribution of defender strategies as in [5, 6]. Therefore,
a pure defender strategy sampled from the optimal mixed
strategy does not necessarily outperform the one-shot opti-
mal pure strategy in terms of ex-post payoff. In this work,
we aim to address the security resource allocation problems
in such domains with time-critical payoff, continuous strat-
egy spaces and low frequency.

In recent years, game theory has gained attention in se-
curity resource allocation problems by researchers [1, 2, 8].
Some systems based on game theoretic approaches have been
successfully deployed in the real world, e.g., ARMOR [7]
for setting checkpoints on the roadways entering the Los
Angeles International Airport; PROTECT [3] for schedul-
ing patrols of the United States Coast Guard. However, a
key assumption underlying the technique in these systems is
that the payoffs of targets are static over time. While some
researchers addressed time-critical domains [4], they arbi-
trarily discretize the defender strategy space and as such,
their solution is not optimal when the continuous defender
strategy space is considered. In addition, they compute the
mixed strategies for the defender, which is substantially dif-
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ferent from the solution concept in our domain, where we
compute the optimal pure strategy for the defender.

In this paper, we design a game model to minimize the
worst-case loss of the defender. In our model, both the de-
fender and the attacker have continuous and infinite strat-
egy spaces. The payoff of an attack for both agents depends
on the timing of the attack as well as the number of re-
sources assigned to the target of the attack. In our model,
the defender can relocate resources at any time during the
proceeding of the public events, while the attacker can at-
tack any target at any time. To address the rarity feature
of our problem, we consider pure strategies of both agents
and adopt the maximin strategy as the solution concept.

2. SECURITY GAMES IN PUBLIC EVENTS
In a public event, there are n targets (e.g., segments in the

marathon scenario) represented by T = {1, . . . , n} and the
defender has m identical security resources (each resource
can be a police patrol team in the marathon domain). The
value of a target i varies over time t, which can be rep-
resented by a continuous function vi(t). We assume that
vi(t) is piecewise linear and the value functions of targets
are common knowledge for the defender and the attacker.
We also assume that a public event starts at time 0 and
ends at time te > 0. The defender executes an assignment
of resources at time 0 when the event begins. As the event
proceeds, the defender may move resources from some tar-
gets to other targets. Formally, let Q0 = 〈q0i 〉 represent the
initial assignment of resources where q0i is the number of re-
sources assigned to target i when the event begins. Denote
all resource transfers during [0, te] as C = 〈Ck〉 where Ck
represents the kth transfer. Ck = 〈ckij :i, j ∈ T 〉 where ckij
represents the number of resources transferred from target
i to target j in the kth transfer. Let τk denote the time
when the kth transfer begins. Thus a pure defender strat-
egy is fully represented by a tuple S = (Q0, C). Let S be
the defender strategy space.

Let Qt(S) = 〈qti(S) : i ∈ T 〉 denote the resource assign-
ment at t, with qti(S) representing the number of resources
assigned to target i at time t in S. We represent the time
required to transfer resources from target i to target j as
dij . Given the set of transferring time of all target pairs,
D = 〈dij : i, j ∈ T 〉, and a defender strategy S = (Q0, C),
qti(S) can be computed as follows.

qti(S)=q0i +
∑

Ck∈C,τk≤t−dji,j∈T

ckji −
∑

Ck∈C,τk≤t,j∈T

ckij (1)

The attacker’s pure strategy is represented as (i, t), repre-
senting that the attacker attacks target i at time t, t ∈ [0, te].
Let p(r) be the probability of a successful attack if the
target of the attack is protected by r resources. We set
p(r) = 1

eλr
(λ > 0), satisfying p(r) ∈ [0, 1]. λ is a pa-

rameter measuring the marginal utility of adding one more
security resource. For the attacker, the payoff of attack-
ing target i at time t when the defender plays the strat-
egy S is Ua(i, t, S) = p(qti(S))vi(t). We assume a zero-sum
game to reduce the complexity of the model. Thus the
defender’s payoff is opposite to the attacker’s payoff, i.e.,
Ud(i, t, S) = −Ua(i, t, S).

We model the problem as a one-shot game due to the
rarity of public events and adopt the maximin strategy as
solution concept. Namely, the defender chooses a strategy
maximizing the worst case defender utility, which indicates

that the attacker maximizes his utility under the zero-sum
game assumption. We focus on computing optimal pure
defender strategy in this work. Let the attacker’s response
function be f(S) = {ftg(S) : S → i, ftm(S) : S → t} where
ftg(S) is the target attacked and ftm(S) is the time of attack.
A pair of strategies (S, f(S)) form a maximin equilibrium if
they satisfy the following:

Ua(ftg(S), ftm(S), S) ≥ Ua(i, t, S), ∀i ∈ T , t ∈ [0, te],

Ud(ftg(S), ftm(S), S) ≥ Ud(ftg(S′), ftm(S′), S′), ∀S′ ∈ S.

3. CHALLENGES
Though we consider pure strategy equilibrium, the contin-

uous strategy spaces of both agents still make the problem
computationally challenging. Specifically, both the number
of transfers made by the defender in an event and the tim-
ing of each transfer are unknown, which makes the typical
mixed integer linear programming approach to solve security
games (as in [7]) infeasible in our model. In addition, the
time needed to transfer resources between different pairs of
targets can be different. When a resource is in transfer, it is
not used to protect any target. These facts exacerbate the
difficulties of computing the optimal defender strategies.
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