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ABSTRACT

We address the problem of developing effective automated
reasoning support for the detection and resolution of con-
flicts between plans and policies (or norms). How auto-
mated reasoning mechanisms can effectively support human
decision makers in this process is little understood. In this
research, we have conducted experiments with human sub-
jects to assess how effective these reasoning mechanisms are.
We found that providing guidance to users regarding what
problems to prioritise and highlighting related conflicts led
to higher quality outcomes, and problems were successfully
solved more rapidly.
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1. INTRODUCTION
The use of policies (or norms) to guide and regulate be-

haviour of various entities in a system is commonplace in
human, agent and mixed societies. Policies, however, oper-
ate in conjunction with individual and organisational goals
to protect important information or resources, and promote
ideal action. Policies may, however, impede the achieve-
ment of goals. There is often an important trade-off be-
tween policy compliance and goal achievement. The ques-
tion addressed here is how may we provide effective auto-
mated reasoning support for users responsible for specifying
appropriate policies/norms, while ensuring the achievement
of individual/organisational goals?
Automated support for humans making agreements on

what actions to take in complex, norm-governed scenarios
has been explored by Sycara et al. [5]. The problem of
supporting humans in authoring policies has also been ad-
dressed [3], but there is very limited automated support for
conflict detection and resolution. In Uszok et al. [6] some
reasoning support for conflict detection has been explored,
but this is confined to the detection and resolution of con-
flicts between policies. There is little research to date that
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adequately addresses how to support humans in detecting
and resolving conflicts between policies and plans/goals.

Conflicts that occur between policies and plans may vary
in significance. In reasoning about conflicts it would make
sense to prioritise those that are more likely to impact on
system performance. We explore the effectiveness of support
for two activities: (i) automated detection of policy/plan
conflicts; and (ii) providing guidance to users so that they
may prioritise the conflicts that they consider. We present
the results obtained from experiments with human users.

2. DETECTION AND PRIORITISATION
We build upon research on policy/norm representation

and reasoning: OWL-POLAR [2] is a language for express-
ing, and a set of mechanisms for reasoning about policies.
OWL-POLAR provides means to identify conflicts between
policies (logical conflicts). We have extended this to in-
clude the detection of conflicts between policies and plans
expressed in OWL-S [4] (functional conflicts), and for pri-
oritising plan/policy conflict reasoning.

Functional conflicts may occur for a number of reasons,
including because a side-effect of an action is prohibited,
because a pre-condition of an action requires a prohibited
state, or because an action requires access to a resource and
the actor/role is not permitted access. Conflicts between
policies (logical conflicts) may occur only in specific condi-
tions, but these conditions may be highly unlikely to occur.
Similarly, it may be unlikely (but not impossible) that ac-
cess to a prohibited resource is necessary for some user. At
the same time, compliance with some policies may be very
costly in terms of plan efficiency.

Driven by these pragmatic concerns, we have developed
an efficient activity prioritisation algorithm. This algorithm
rapidly identifies critical paths in sets of possible plans to
achieve specific goals, ranking these activities. This ranking
can be used to prioritise policy conflict reasoning in a way
that balances goal achievement (based on the costs of actions
and their likelihood of success) and plan choice [1]. In this
way the, relatively costly, reasoning about plan/policy and
policy/policy conflicts may be focussed on more important
problems. This is particularly important when automated
reasoning is used in support of human decision-making.

In the experiments conducted, we were interested in how
these mechanisms support reasoning. The metrics we are
concerned about are: (i) the ability of the user to identify
a valid (conflict-free) plan; (ii) the utility of the best plan
identified; (iii) the time taken to identify a plan; and (iv)
the number of conflicts resolved during the experiment.
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3. EXPERIMENT DESIGN
We developed a user interface where plans are presented

as directed acyclic graphs. Nodes represent activities with
associated costs and likelihood of success, and edges repre-
sent a precedence relation over activities. A travel agency
domain was chosen to ensure that the problems given to par-
ticipants were accessible without significant prior training.
We used two problems (α and β) from the same domain,
although with different goals, policies and action choices. In
α there were 640 possible plans, the average plan utility was
126 with a variance of 1240. In β there were 480 possible
plans with average utility 132, variance 1730.
There were three conditions considered in the experiments:

(i) no agent support (N); (ii) support for the detection of
conflicts (D); and (iii) support for both prioritisation of rea-
soning and conflict detection (PD). The detection support
was in the form of a box that pops up when the user selects
an activity on the interface, advising whether there is a con-
flict and what the conflict is. Prioritisation highlights which
activity the user should explore for conflicts next.
The participants were given a small training task before

the experiment. They were then each given a problem to
solve under one of the conditions (N, D or PD), and then a
second problem to solve under another condition. Partici-
pants were given a written list of policies, including obliga-
tions and prohibitions, and were asked to identify the best
conflict-free plan they could. No time limits were set for the
tasks, but the time taken for each problem was recorded.
We conducted two experiments with 20 participants in

each. In experiment 1: 5 participants were given α under
condition N (no support) then β under D; 5 had β under
N then α under D; 5 had α under D then β under N; and
the final 5 had β under D then α under N. Similar combina-
tions were used in experiment 2 with problems α and β and
conditions D and PD. The rationale for this design was to
control for small variations in the difficulty of the problems,
and the effect of prior training on performance.

4. RESULTS
To assess the significance of our results we used a one-

tailed Welch Two Sample t-test (robust to sample size dif-
ferences); p < 0.05 is our standard for claiming significance.
We are interested in the quality of the plan with respect
to the distribution of the utilities of all possible plans for a
given problem (α or β); i.e. the percentile in which the re-
sulting plan resides (see Tables 1 and 2). We also recorded
the time taken to identify a plan and the number of conflicts
resolved by the user.
An initial analysis of the results for experiment 1 indicates

that the quality of plans identified with detection support
(D) is significantly greater than the quality of those with no
support (N): p < 0.02. Closer inspection of the results, how-
ever, revealed that in 6 out of the 10 cases with no support,
no conflict-free plan was identified. Removing these cases,
and hence considering the difference between N and D given
that a valid plan was identified, revealed that there was no
significant difference: p = 0.702 (Percentile′ in Table 1).
In experiment 2 we again checked the validity of the plans,

and in one of the detection support cases (D) no valid plan
was identified. We removed this case from our analysis, and
the results without this case are reported in Table 2. In
comparing condition D with PD, the results show that there

Variable N D t df p-value

Percentile 59.2 81.4 2.17 26.1 0.0195
Percentile′ 84.5 81.4 -0.535 30.6 0.702

Time 546 514 0.389 37.6 0.350
Conflicts 2.07 2 -0.373 24.7 0.356

Table 1: Condition N versus condition D.

Variable D PD t df p-value

Percentile 86.2 99.1 4.18 18.8 0.000256
Time 482 306 -3.24 36.9 0.00127

Conflicts 2.05 2.4 2.16 23.5 0.979

Table 2: Condition D versus condition PD.

is a significant difference in both plan quality and time taken
to identify a valid plan. Plan quality is on average within
a percentile 12.9 points higher in the PD condition than in
the D condition (p < 0.0003). Time taken to identify a valid
plan was on average 176 seconds faster in the PD condition
than in condition D (p < 0.002). There were no significant
differences in the number of conflicts solved in any of the
cases, and in either experiment.

5. CONCLUSION
Given our analysis, we draw the following conclusions: (i)

support for the detection of conflicts significantly improves
the likelihood that a valid plan will be identified by a hu-
man decision-maker; and (ii) support for the prioritisation
of reasoning about conflicts in conjunction with support for
conflict detection is significantly better than conflict detec-
tion support alone, both in terms of plan quality and the
time taken to identify a valid plan.
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