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#### Abstract

Coalition formation in characteristic function games entails agents partitioning themselves into a coalition structure and assigning the numeric rewards of each coalition via a payoff vector. Various coalition structure generation algorithms have been proposed that guarantee that an optimal coalition structure is found. We present the Synergy Coalition Group-based Dynamic Programming (SCGDP ) algorithm that guarantees that an optimal coalition structure and a least core stable payoff vector is found. This is completed by extending the existing results for the Synergy Coalition Group (SCG) representation to show that only coalitions in the SCG are needed to find a weak-least core stable payoff vector. The SCGDP algorithm builds on this result by performing only the search operations necessary to guarantee that coalitions in the SCG of the given characteristic function game are found. The number of operations required is significantly less for many coalition-value distributions compared to the original Dynamic Programming (DP) algorithm [34] that finds an optimal coalition structure (e.g. only $\sim 60 \%$ of DP's coalition lookup operations are performed in SCGDP for 18 agents using a normal coalition-value distribution). Our experimental results show that a lower bound for these operations in SCG-DP converges onto $50 \%$. This is an increase on the $\sim 33 \%$ bound of the optimal dynamic programming (ODP) algorithm [14], but ODP does not search for a stable solution.
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## 1. INTRODUCTION

Coalition formation is a process whereby agents recognise that cooperation with others can occur in a mutually beneficial manner and therefore the agents can choose appropriate temporary groups

[^0](named coalitions) to form. But determining the set of coalitions that should form is difficult due to: (a) the exponential number of different possible coalitions; (b) the exponential number of possible sets of coalitions; and (c) the many ways in which the agents of a coalition can agree to distribute its rewards between its members (if this reward is transferable between the agents).

Therefore, coalition formation can be thought of as a three stage process [25,27]: (1) calculating the value of each possible coalition; (2) finding an optimal set of coalitions; and (3) dividing the value of the coalitions in a manner that no agent can object to.

A set of coalitions, known as a coalition structure, is an optimal coalition structure if it has the - possibly joint - highest total value of all the possible coalition structures (i.e. it maximises social welfare). In characteristic function games, where the set of agents must be divided into exhaustive and disjoint coalitions, finding an optimal coalition structure is known as the coalition structure generation problem [27]. This problem has been proved to be NPcomplete [27], yet there have been algorithms developed to combat this complexity [21]. The algorithms that provide a guarantee that an optimal coalition structure will be found, can be divided into the following two categories (for a more detailed description of these two categories see [24]):

1. Dynamic programming algorithms: This is the collection of algorithms where the main problem is solved by dividing it up into sub-problems and then solving the smallest first. The answers to the smallest problems help with answering the larger problems [8]. There are coalition structure generation dynamic programming algorithms (e.g. see $[14,19$, 22]) that are modifications of an algorithm presented in [34], which solves the complete set partitioning problem. The main advantage of the dynamic programming algorithms is that an optimal coalition structure is guaranteed to be found in $O\left(3^{n}\right)$ time. Yet a disadvantage is that an optimal coalition structure is only returned when the algorithm completes.
2. Tree search algorithms: These algorithms divide the search space into subspaces that are searched using depth-first and branch-and-bound techniques, where the quality of the solution gets better over time (in some well behaved manner). Some example algorithms in this category are: [7, 15, 25, 27]. The main disadvantage of these algorithms is that the worst case running time is $O\left(n^{n}\right)$.

Additionally, there exists algorithms that combine aspects of both of these categories (e.g. see [14, 29]). However all of these coali-
tion structure generation algorithms do not consider the third stage of coalition formation; payoff distribution. When agents are adversarial, an agent will only join a coalition if it is given a payoff that is stable (i.e. a payoff that cannot reasonably be objected to ${ }^{1}$ ). It can even be beneficial for benevolent agents to only join a coalition if the payoff they receive is stable [4].

In this paper, the Synergy Coalition Group-based Dynamic Programming (SCG-DP) algorithm is introduced, that locates an optimal coalition structure and concurrently identifies the Synergy Coalition Group (SCG), which is used to guarantee that a weakleast core or weak-least core ${ }^{+}$stable payoff distribution is also found (where the plus sign indicates cross coalitional payoff transfers are allowed). The SCG-DP algorithm achieves these results, even though it cuts down significantly on the number of operations required by the original Dynamic Programming (DP) algorithm [34] for many different coalition-value distributions.

The rest of the paper is structured as follows: Section 2 introduces the background to characteristic function games, core-based stability concepts and the SCG. Section 3 introduces the theoretical foundations that SCG-DP is built upon, including a theorem that shows a weak-least core solution can always be found using the SCG. Section 4 details SCG-DP, discusses why SCG-DP satisfies certain solution concepts, and describes a SCG-DP example. Section 5 evaluates SCG-DP against the Optimal Dynamic Programming algorithm [14] and the DP algorithm [34], according to the number of split operations performed and the number of coalition lookup operations. Finally Section 6 concludes and describes future work.

## 2. BACKGROUND

### 2.1 Characteristic Function Games

The characteristic function game model of coalition formation [18] is denoted: $\mathcal{G}=\langle N, v\rangle$ where $N=\{1,2, \ldots, n\}$ is the set of agents, and $v$ is the characteristic function $\left(v\left(2^{N}\right) \rightarrow \mathbb{R}\right)$ which assigns every possible coalition a real numeric payoff. Characteristic function games assumes that each coalition's value is static, deterministic and independent of the other coalitions that could form.

An outcome of a characteristic function game $\mathcal{G}=\langle N, v\rangle$ for $n$ agents is a coalition structure and payoff vector pair, denoted: $\langle C S, x\rangle$, where $C S$ is a set of $k$ coalitions $C S=\left\{C_{1}, \ldots, C_{k}\right\}$ and $x$ is the payoff vector $x=\left(x_{1}, \ldots, x_{n}\right)$. Occasionally in this paper, notation is abused so that $x(C)=\sum_{i \in C} x_{i}$. The coalition structure $C S$ has the following properties: $\bigcup_{j=1}^{k} C_{j}=N$; and $C_{i} \cap C_{j}=\emptyset$ for any $i, j \in\{1, \ldots, k\}$ where $i \neq j$. To find a stable outcome of a characteristic function game, all the agents should have no valid objection. Stability is a necessary but not sufficient condition for a payoff vector (or coalition structure) to be agreed upon, because there can be multiple possible stable outcomes.

### 2.2 Core-based Stability Solution Concepts

The idea of a valid objection changes depending on which stability solution concept is used. Perhaps the most intuitive stability solution concept is known as the core [10]. The core is the set of stable outcomes where no subset of agents have an incentive to deviate, i.e., there is no payoff distribution that would make at least one member of a deviating coalition better off, without negatively affecting the other members of the deviating coalition ${ }^{2}$.

[^1]Definition 1: The core:- For a characteristic function game $\mathcal{G}=$ $\langle N, v\rangle$, a payoff vector $x=\left(x_{1}, \ldots, x_{n}\right)$ for the grand coalition is in the core iff:

$$
\sum_{i \in N} x_{i}=v(N) \quad \sum_{i \in C} x_{i} \geq v(C), \forall C \subset N
$$

A problem with the core is that it can sometimes be empty. To tackle this issue, the concept of the $\epsilon$-core was introduced in [30], where the $\epsilon$-core is a more general case of the core. Two different definitions of the $\epsilon$-core were introduced, named the strong $\epsilon$-core and the weak $\epsilon$-core. This paper focuses on the weak $\epsilon$-core:
Definition 2: The weak $\epsilon$-core:- For a characteristic function game $\mathcal{G}=\langle N, v\rangle$ and a value $\epsilon$, a payoff vector $x=\left(x_{1}, \ldots, x_{n}\right)$ for the grand coalition is in the weak $\epsilon$-core iff:

$$
\sum_{i \in N} x_{i}=v(N) \quad \sum_{i \in C} x_{i} \geq v(C)-|C| \epsilon, \forall C \subset N
$$

Notice when $\epsilon=0$, the weak $\epsilon$-core definition is equivalent to the core. The difference between the strong and weak $\epsilon$-cores is that under the weak definition, the penalty of forming a new coalition is dependent on its size, while the penalty for forming a new coalition under the strong definition is a fixed amount for any coalition.

The weak least core is the smallest, non-empty weak $\epsilon$-core [30]:
Definition 3: weak least core:- For a characteristic function game $\mathcal{G}=\langle N, v\rangle$, a payoff vector $x$ is in the weak least core iff:
$x$ is in the weak $\epsilon$-core and $\forall \epsilon^{\prime}<\epsilon$, the weak $\epsilon^{\prime}$-core is empty
It should be mentioned that core $/ \epsilon$-core stable payoff vectors can be found with payoff vector transfer schemes (such as [3, 13, 33]), which take a characteristic function game outcome, iteratively apply an operation on it and converge to an element of the $\epsilon$-core. Yet all of $[3,13,33]$ do not detail the search for the optimal coalition structure (they assume the grand coalition forms) and only [13] presents a method to find an element of the least core.

Additionally, a non-cooperative game theoretic approach to coalition formation is through coalitional bargaining, which describes how stable characteristic function game outcomes occur via a process of non-cooperative bargaining and outlines equilibrium concepts that characterise the agent's behaviour in these games.

The coalitional bargaining papers of [5, 9, 17] detail how noncooperative game theoretic solution concepts match the cooperative solution concept of the core. But these studies do not detail what cooperative game solution concept is found when the core is empty.

### 2.3 Synergy Coalition Groups

When searching for stability, it may not be necessary to check all possible coalitions. The synergy coalition group (SCG) [6] has been shown to include all the coalitions needed to guarantee that a core stable solution can be found. A coalition $C$ is said to introduce synergy, if $C$ has a greater value than any possible disjoint and non-overlapping partition of $C$. A SCG is defined as follows:
Definition 4: A synergy coalition group $W$ consists of a set of pairs of the form $(C, v(C))$. A pair is only in $W$ if it details a coalition that gives synergy to its members. The singleton coalitions are assumed to always be represented within $W$. For any coalition $C \in(C, v(C)) \in W$, the value of $C$ is $v(C)$. For any coalition $C^{\prime} \notin W$, the value of $C^{\prime}$ is: $v\left(C^{\prime}\right)=\max \left(\sum_{C_{j} \in P_{C^{\prime}}} v\left(C_{j}\right)\right)$ where $P_{C^{\prime}}=\left\{C_{1}, C_{2}, \ldots, C_{k}\right\}$ is a partition of $C^{\prime}$ such that: (a) $\bigcup_{i=1}^{k} C_{i}=C^{\prime}$; (b) $C_{i} \cap C_{j}=\emptyset$ for any $C_{i}, C_{j} \in P_{C^{\prime}}$ where $i \neq j$; and (c) $\left(C_{j}, v\left(C_{j}\right)\right) \in W$, for all $C_{j} \in P_{C^{\prime}}$.

If a coalition $C^{\prime}$ is not represented within $W$, then its value comes from its highest valued partition, as long as this partition has the following properties: (a) all the agents of $C^{\prime}$ are in a coalition of the partition and there are no additional agents in the partition; (b) each agent of $C^{\prime}$ occurs in only one coalition of the partition; and (c) each coalition in the partition is represented within $W$.
Example 1: Consider the characteristic function game $G=\langle N, v\rangle$ where $N=\{1,2,3,4\}$ and the $S C G$ representation $W$ gives the following valuations: $W=\{(\{1\}, 2),(\{2\}, 1),(\{3\}, 1),(\{4\}, 2)$, $(\{1,2\}, 5)\}$ (i.e. the utility value of agent 1 by itself is 2 , while the utility value of the coalition, of agents 1 and 2, is 5) .

Example values of coalitions that are not explicitly represented are: $v(\{3,4\})=v(\{3\})+v(\{4\})=1+2=3 ; v(\{1,2,3\})=$ $v(\{1,2\})+v(\{3\})=5+1=6$; and $v(\{1,2,3,4\})=v(\{1,2\})+$ $v(\{3\})+v(\{4\})=5+1+2=8$.

The SCG model described in [6] can only represent superadditive characteristic functions. In [16] the original definition of SCG was expanded on, by adding the requirement that if a coalition is explicitly listed in $W$ then it cannot be divided further (note: a coalition may now be listed in $W$ even if it gives no synergy):
Example 2: Consider the characteristic function game $G=\langle N, v\rangle$ where $N=\{1,2,3,4\}$ and the $S C G$ representation $W$ gives the following valuations: $W=\{(\{1\}, 5),(\{2\}, 1),(\{3\}, 1),(\{4\}, 2)$, $(\{1,2\}, 3)\}$ (i.e. the utility value of agent 1 by itself is 5 , while the utility value of the coalition, of agents 1 and 2, is 3) .

Example values of coalitions that are not explicitly represented are: $v(\{1,3\})=v(\{1\})+v(\{3\})=5+1=6$; and $v(\{\{1,2,3\})$ $=v(\{1,2\})+v(\{3\})=3+1=4$ (because $\{1,2\}$ is in $W$ ).

In [16], it was shown that it is guaranteed that there will always be an optimal coalition structure $\left(C S^{*}\right)$ with only coalitions in the SCG. The proof consists of showing that if a coalition $C$ is in a coalition structure and not the SCG, then $C$ can be replaced by a partition of $C$ (consisting of only coalitions in the SCG), which has a value equal to or higher than $v(C)$. This is a result you would expect given Definition 4.

Additionally in [16], it was shown how an $C S^{*}$ could be identified given the SCG as input. This is a different problem from the one studied in this paper, where the SCG-DP algorithm takes a characteristic function game as input and locates an $C S^{*}$ while concurrently searching for the SCG.

It should be noted that in this paper the additional requirement of [16] is not used, instead the original [6] definition of a SCG is preferred. We show that the original definition is satisfactory to find an $C S^{*}$ when it is recognised in the SCG-DP algorithm that the value of a coalition $C \notin W$ is in fact the value of $C$ 's highest valued partition. Therefore if $C$ is included in $C S^{*}$, then in fact SCG-DP should replace $C$ in $C S^{*}$ with $C$ 's highest value partition, and each coalition in the highest value partition will be replaced if it is not in $W$ (and so on until all the coalitions in $C S^{*}$ are in $W$ ).

## 3. THEORETICAL FOUNDATIONS

Now that the background has been introduced, the foundations that the SCG-DP algorithm is built upon can be detailed.

In Section 3.1 the properties of a synergy coalition group (SCG) are expanded upon. In Section 3.2 we detail what parts of the search space the SCG-DP algorithm must consider.

### 3.1 Guaranteeing Stable Solutions

When the characteristic function game is superadditive, then the grand coalition is the optimal coalition structure [18]. In Lemma 2 and Theorem 4 of [6] it is proven that the $W$ set of the SCG allows a core solution to be found if the core is non-empty. This Lemma and

Theorem have been extended below to show that a payoff vector in the weak least core can also be guaranteed to be found for the grand coalition using the $W$ set (an example follows the lemma):

Lemma 3.1. Given a characteristic function game $\mathcal{G}=\langle N, v\rangle$ and a payoff vector $x$ (where $\sum_{i \in N} x_{i}=v(N)$ ), let $\epsilon^{w}$ be the maximum weak $\epsilon$ penalty value that still gives an objecting coalition for $x$ given full knowledge on each coalition's value. In this situation, an objecting coalition $D$ for $\epsilon^{w}$ will be present within $W$.

Proof. Suppose $x$ is objected to by a coalition C through $v(C)-$ $|C| \epsilon^{w}$ because $v(C)-|C| \epsilon^{w}>x(C)$, and assume that $\forall \epsilon_{i}^{w}>\epsilon^{w}$ there is no objecting coalition. If $(C, v(C)) \in W$ then this proves the lemma. If $(C, v(C)) \notin W$ then from the definition of a SCG, it is known that the value of the coalition can be found through its maximum value partition, i.e. $v(C)-|C| \epsilon^{w}=\sum_{1 \leq j \leq k}\left(v\left(C_{j}\right)-\right.$ $\left.\left|C_{j}\right| \epsilon^{w}\right)$, for some set of coalitions $P_{C}=\left\{C_{1}, \ldots, C_{k}\right\}$ where:

1. $\bigcup_{j=1}^{k} C_{j}=C$;
2. $C_{i} \cap C_{j}=\emptyset$ for any $i, j \in\{1, \ldots, k\}$ where $i \neq j$; and
3. $\left(C_{j}, v\left(C_{j}\right)\right) \in W$, for all $C_{j} \in\left\{C_{1}, \ldots, C_{k}\right\}$

Via substitution, it follows that $\sum_{1 \leq j \leq k}\left(v\left(C_{j}\right)-\left|C_{j}\right| \epsilon^{w}\right)>x(C)$ $=\sum_{1 \leq j \leq k} x\left(C_{j}\right)$ and hence for at least one $C_{j}$ then the following holds: $v\left(C_{j}\right)-\left|C_{j}\right| \epsilon^{w}>x\left(C_{j}\right)$. Therefore if a coalition $C$ that is not in the SCG representation objects to a payoff vector $x$ given the maximum $\epsilon^{w}$ that still gives an objecting coalition, it has been shown that there exists a coalition $C_{j} \subset C$, that also objects to $x$ given $\epsilon^{w}$, yet $C_{j}$ is represented explicitly within the SCG representation (i.e. $\left(C_{j}, v\left(C_{j}\right)\right) \in W$ ). Thus the proof is complete.

Lemma 3.1 shows that given a superadditive characteristic function game, the grand coalition and a payoff vector distributing the grand coalition's value, a coalition that objects to the payoff vector for the maximum weak $\epsilon$ penalty value (that allows an objecting coalition) will be present in the SCG representation. For further understanding, consider the following example:
Example 3: Consider a characteristic function game with $N=$ $\{1,2,3,4\}$ agents, where the coalition $C=\{1,2,3\}$ has a value of $v(\{1,2,3\})=25$. In this example, a payoff vector $x$ gives the coalition $C$ the total payoff of $x(C)=18$. Therefore it is known that the maximum (integer) weak $\epsilon$ penalty value for $x$ that $C$ will object to is $\epsilon^{w}=2$. This is because $v(C)-|C| \epsilon^{w}=25-(3 \times 2)=$ $25-6=19>x(C)=18$. Coalition $\{1,2,3\}$ does not object to $x$ when $\epsilon^{w}=3$ because $25-(3 \times 3)=16<x(C)=18$.

If $C \in W$, then an objecting coalition for the maximum objectionallowing weak $\epsilon$ value has been found in the SCG representation. If $C \notin W$ then there must be coalitions within $W$ that make up a partition of $C$ and have an equal or greater combined value than $C$. For this example assume $(\{1,2\}, v(\{1,2\})=16),(\{3\}$, $v(\{3\})=9) \in W$. These valuations have been chosen because $v(\{1,2\})+v(\{3\})=v(\{1,2,3\})$, i.e. the values total the minimal needed to make sure that coalition $\{1,2,3\}$ is not in the SCG representation.

Given theses preliminaries, to stop coalition $\{1,2\}$ being an objecting coalition when $\epsilon^{w}=2$, then $x(\{1,2\})$ must be greater than or equal to $v(\{1,2\})-|\{1,2\}| \epsilon^{w}=16-(2 \times 2)=12$. Assume that $x(\{1,2\})=12$ (i.e. the minimal payoff to satisfy the coalition has been given).

Recall that $x(\{1,2,3\})=18$. Therefore $x_{3}=x(\{1,2,3\})-$ $x(\{1,2\})=18-12=6$. But this gives $v(\{3\})-|\{3\}| \epsilon^{w}=$ $9-(1 \times 2)=9-2=7>x(\{3\})=6$ and so the singleton coalition $\{3\}$ will object to $x$ when $\epsilon^{w}=2$ and this objecting coalition has been found in the SCG (as singletons are in $W$ ).

In conclusion, this example demonstrates that if an objecting coalition $C$ for the maximum weak $\epsilon$ penalty value (that still admits an objecting coalition) is not present in the SCG representation, then a coalition $C^{\prime} \subset C$ that is present in the $S C G$ representation will object to the same weak $\epsilon$ penalty value.

The following theorem shows that given the grand coalition, the coalitions in the SCG representation can be used to find a payoff vector within the weak least core:

Theorem 3.2. For the grand coalition, a payoff vector that gives the minimum weak $\epsilon$ value for stability to occur can be found using only the coalitions in $W$.

Proof. The value of the grand coalition can be allocated by the payoff vector $x$ by solving the following linear program that minimises $\epsilon$ :

$$
\begin{align*}
& \min \epsilon \text { subject to: } \\
& x_{i} \geq 0 \text { for each } i \in N  \tag{1}\\
& x(N)=v(N)  \tag{2}\\
& x(C) \geq v(C)-|C| \epsilon, \text { for all }(C, v(C)) \in W \tag{3}
\end{align*}
$$

Only the coalitions in $W$ are needed to be used in this linear program, according to Lemma 3.1.

Before introducing the corollary to this theorem, a formal definition regarding cross-coalition side payments is required, which is shown through the weak $\epsilon$-core ${ }^{+}$and weak least core ${ }^{+}$definitions:
Definition 5: The weak $\epsilon$-core ${ }^{+}$:- For a characteristic function game $\mathcal{G}=\langle N, v\rangle$, a coalition structure and payoff vector pair $\left\langle C S^{*}, x\right\rangle$ is in the weak $\epsilon$-core ${ }^{+}$iff:

$$
\sum_{i \in N} x_{i}=C S^{*} \quad \sum_{i \in C} x_{i} \geq v(C)-|C| \epsilon, \forall C \subseteq N
$$

The difference of the weak $\epsilon$-core ${ }^{+}$compared to the weak $\epsilon$ core of Section 2.2 is that a weak $\epsilon$-core ${ }^{+}$payoff vector totals the value of the optimal coalition structure, which may not be the grand coalition. Additionally as the weak $\epsilon$-core ${ }^{+}$does not have the condition that all the payoff of each coalition in the coalition structure is given to that coalition (i.e. $x(C)=v(C), \forall C \in C S^{*}$ does not have to hold), then cross-coalitional payoff vector transfers can occur. As noted in $[1,11]$, allowing cross-coalition side payments can benefit multi-agent systems, as it was argued that introducing cross-coalition side payments can be considered a more fair payoff mechanism. The additional fairness comes from eliminating the effect of the coalition structure on agent payoffs. The example given in [1], is that it may be possible that in the optimal coalition structure some agents $M \subset N$ are by themselves in singletons, or are members of a comparatively small coalition compared to the size of the other coalitions in the coalition structure. When cross-coalition side payments are not allowed, these $M$ agents do not benefit from the cooperation of others, even when the $M$ agents are in many potential coalitions that have a high value, which the agents $N \backslash M$ may have used to negotiate for a better payoff. Yet, for the greater good of the population (i.e., maximizing social welfare), the $M$ agents may be forced to stay in the optimal coalition structure.

Given the definition of the weak $\epsilon$-core ${ }^{+}$, the weak least core ${ }^{+}$ can be defined:
Definition 6: weak least core ${ }^{+}$:- For a characteristic function game $\mathcal{G}=\langle N, v\rangle$, a coalition structure and payoff vector pair $\left\langle C S^{*}, x\right\rangle$ is in the weak $\epsilon$-core ${ }^{+}$iff:

$$
\begin{aligned}
& \left\langle C S^{*}, x\right\rangle \text { is in the weak } \epsilon \text {-core }{ }^{+} \\
& \forall \epsilon^{\prime}<\epsilon \text {, the weak } \epsilon^{\prime} \text {-core }{ }^{+} \text {is empty }
\end{aligned}
$$

Given the formal definition regarding cross-coalition side payments, we can introduce the corollary to Theorem 3.2:

Corollary 3.2.1. For the grand coalition of a superadditive cover, a payoff vector in the weak least core ${ }^{+}$can be found using only the coalitions in $W$.

Proof. Replace the characteristic function $v$ with the superadditive cover characteristic function $v^{*}$ in Lemma 3.1 and Theorem 3.2. Now the grand coalition's value will be equal to the optimal coalition structure. This guarantees that a weak least core ${ }^{+}$ solution for the superadditive cover is found.

Given Corollary 3.2.1, the SCG-DP algorithm introduced in this paper identifies the following to guarantee that a weak least core ${ }^{+}$ stable solution is found: (a) the coalitions in the SCG representation $W$; and (b) an optimal coalition structure that maximises the value of the superadditive cover of the grand coalition. If crosscoalition side payments were not allowed, then it would be much more difficult for the agents to reason over what is the most stable coalition structure and payoff vector pair, as [2,28] showed that optimal coalition structures may not be the most stable coalition structure. So in this case, multiple coalition structures will have to be compared via not just their value, but also their stability. Searching all possible coalition structures is a highly complex task because the total possible number of coalition structures grows at a significantly higher rate than the number of potential coalitions [27]. For $n$ agents, the number of possible coalition structures is found using the Bell number $\mathrm{B}_{n}$, which is $\sim \theta\left(n^{n}\right)$ and so significantly larger then the $\theta\left(2^{n}\right)$ growth of possible coalitions [27]. Therefore it is of great benefit to the agents to significantly minimise the number of possible coalition structures to compare.

In this paper, the SCG-DP algorithm assumes cross-coalition side payments are allowed because it significantly reduces the computation costs as multiple coalition structures will not have to be compared according to their stability.

### 3.2 Search Space Guarantees

Before we detail our search space guarantees, various preliminaries need to be introduced:
Definition 7: A split of a coalition $C$, is a two-set partition of $C$, denoted $\left[C^{x}, C^{y}\right]$ where:

$$
\left|C^{x}\right| \leq\left|C^{y}\right|, C^{x} \cup C^{y}=C \text { and } C^{x} \cap C^{y}=\emptyset
$$

Additionally the following condition holds (i.e. that if the same size, then $C^{x}$ has to be smaller lexicographically than $\left.C^{y}\right)$ :

$$
\text { if }\left|C^{x}\right|=\left|C^{y}\right| \text { then } C^{x}<_{\text {lex }} C^{y}
$$

A split $\left[C^{x}, C^{y}\right]$ can also be written as $\left[C^{x},-\right]$, which indicates a split that has only had its first partition generated. The second partition can then be generated subsequently from $N \backslash C^{x}$ if required.

A split of a coalition can be further divided into split-partitions: Definition 8: A split-partition is a multi-partition set, denoted $S P$
$=\left\{C_{1}^{x}, \ldots, C_{p}^{x}, C_{1}^{y}, \ldots, C_{q}^{y}\right\}$, and is derived from a two-set partition $\left[C^{x}, C^{y}\right]$ of an original coalition $C$. A split-partition has the following properties:

$$
\begin{aligned}
& \bigcup_{j=1}^{p} C_{j}^{x}=C^{x}, \quad \bigcup_{j=1}^{q} C_{j}^{y}=C^{y}, \\
& C_{i}^{x} \cap C_{j}^{x}=\emptyset \text { for any } i, j \in\{1, \ldots, p\} \text { where } i \neq j \text { and } \\
& C_{i}^{y} \cap C_{j}^{y}=\emptyset \text { for any } i, j \in\{1, \ldots, q\} \text { where } i \neq j .
\end{aligned}
$$

Therefore the previous definition states that the agents in coalition $C^{x}$ cannot be mixed with the agents of the coalition $C^{y}$ in the split partition. Next we define the following functions:

- AllSplits $(C)$ returns all the splits that can be made from coalition $C$.
- AllSParts $\left(\left[C^{x}, C^{y}\right]\right)$ returns all the split-partitions of $\left[C^{x}, C^{y}\right]$.

Our last preliminary definition introduces the concept of split coverage:
Definition 9: A split $\left[C^{x}, C^{y}\right]$ is said to cover a split-partition $S P$ iff $\exists S P^{\prime} \in \operatorname{AllSParts}\left(\left[C^{x}, C^{y}\right]\right)$ where $\forall C_{j} \in S P$ then $C_{j} \in$ $S P^{\prime}$.
Example 4: Consider a coalition $C_{1}=\{1,2,3,4,5,6\}$ and the splits $[\{2,3\},\{1,4,5,6\}]$ and $[\{1\},\{2,3,4,5,6\}]$. A split partition of $[\{2,3\},\{1,4,5,6\}]$ is $S P_{1}=\{\{2,3\},\{1\},\{4\},\{5,6\}\}$. Yet $S P_{1}$ is covered by $[\{1\},\{2,3,4,5,6\}]$ because the larger coalition $\{2,3,4,5,6\}$ can be broken up into $\{2,3\},\{4\}$ and $\{5,6\}$. Another split partition of $[\{2,3\},\{1,4,5,6\}]$ is $S P_{2}=\{\{2,3\}$, $\{1,4\},\{5,6\}\}$. But $S P_{2}$ is not covered by $[\{1\},\{2,3,4,5,6\}]$ because, by the definition of a split-partition, $\{1\}$ must be by itself (as $\{1\}$ cannot be grouped with any agents of $\{2,3,4,5,6\}$ ).

As the ODP algorithm showed [14], not all splits for each coalition are needed to be analysed to guarantee that an optimal coalition structure ( $C S^{*}$ ) can be found. SCG-DP identifies the SCG of the given characteristic function game, as there is always an $C S^{*}$ that will only contain coalitions in the SCG [16]. Therefore when SCGDP searches for $C S^{*}$ it only considers: (i) coalitions from the SCG that it has identified; and (ii) splits that can lead to an analysis of a new coalition structure involving only SCG coalitions.

When SCG-DP is seeking to identify if a coalition $C$ is in the SCG, it does not have to check every possible split of that coalition. This is because some splits include coalitions not in the SCG and some splits cover only split-partitions previously analysed by another split of $C$.

The SCG-DP algorithm starts generating splits of a coalition $C$ where the size of the smallest coalition in the split $\left[C^{x}, C^{y}\right]$ is of size $\left|C^{x}\right|=1$ and SCG-DP continues generating splits of $C$ until the size of $C^{x}$ is greater than $\left\lfloor\frac{|C|}{2}\right\rfloor$ (i.e. when all possible splits have been generated).

Lemma 3.3 and Theorem 3.4 show that given a split $\left[C^{x}, C^{y}\right]$ of $C$ where $\left|C^{y}\right|<2 *\left|C^{x}\right|$, then the value of $\left[C^{x}, C^{y}\right]$ only needs to be compared to $v(C)$ (to find the best valued partition of $C$ and check if $(C, v(C)) \in W)$ if both $\left(C^{x}, v\left(C^{x}\right)\right),\left(C^{y}, v\left(C^{y}\right)\right) \in$ $W$. This is because, when $\left|C^{y}\right|<2 *\left|C^{x}\right|$, every possible splitpartition of $\left[C^{x}, C^{y}\right]$ will have been covered by a split of $C$ that includes a smaller sized coalition than $C^{x}$.

Lemma 3.3. Consider a coalition $C$ and a split $\left[C^{x}, C^{y}\right] \in$ AllSplits $(C)$ where $\left|C^{y}\right|<2 *\left|C^{x}\right|$. Given $\left[C^{x}, C^{y}\right]$ and a splitpartition $S P \in \operatorname{AllSParts}\left(\left[C^{x}, C^{y}\right]\right)$, then there exists another split $\left[D^{x}, D^{y}\right] \in \operatorname{AllSplits}(C)$ where $\left|D^{x}\right|<\left|C^{x}\right|$ and the following holds: $S P \in \operatorname{AllSParts}\left(\left[D^{x}, D^{y}\right]\right)$.

Proof. Assume a split $\left[C^{x}, C^{y}\right] \in \operatorname{AllSplits}(C)$ has the property $\left|C^{y}\right|<2 *\left|C^{x}\right|$, and that $S P \in \operatorname{AllSParts}\left(\left[C^{x}, C^{y}\right]\right)$ cannot be found by any $\left[D^{x}, D^{y}\right] \in \operatorname{AllSplits}(C)$ where $\left|D^{x}\right|<\left|C^{x}\right|$. For this assumption to hold true, then $S P$ cannot contain a partition $E_{i}^{x}$ of size $\left|E_{i}^{x}\right|<\left|C^{x}\right|$, otherwise $S P$ would have been covered by a split that includes $D^{x}$ where $D^{x}=E_{i}^{x}$.

When $\left|C^{y}\right|<2 *\left|C^{x}\right|$ then at least one of the partitions in the split-partition $S P$ has a size less than $\left|C^{x}\right|$. If the last coalition $E_{q}^{y}$ of the split-partition $S P$ has the size of $\left|C^{x}\right|$ then $\sum_{i=1}^{p}\left|E_{i}^{x}\right|+$ $\sum_{i=1}^{q-1}\left|E_{i}^{y}\right|=\left|C^{y}\right|-\left|C^{x}\right|$. But as $\left|C^{x}\right|$ is greater than half of $\left|C^{y}\right|$,
then there exists an $E_{j}^{x} \leq\left|C^{y}\right|-\left|C^{x}\right|<\left|C^{x}\right|$, which contradicts the assumption as $S P$ will have to contain at least one partition $E_{j}^{x}$ with a size smaller than $\left|C^{x}\right|$.

Exactly how small $\left|E_{j}^{x}\right|$ is, depends on how many $p$ elements of $E^{x}$ and $q$ elements of $E^{y}$ there are in the split-partition.
The following theorem shows that given a split $\left[C^{x}, C^{y}\right]$ where $\left|C^{y}\right|<2 *\left|C^{x}\right|$, then this split only needs to be assessed by SCGDP to find $W$, if both $C^{x}$ and $C^{y}$ are in the SCG:

Theorem 3.4. Consider a coalition $C$ and a split $\left[C^{x}, C^{y}\right] \in$ AllSplits(C) where $\left|C^{y}\right|<2 *\left|C^{x}\right|$. Then the SCG-DP algorithm needs to compare $v(C)$ to $f_{2}\left[C^{x}\right]+f_{2}\left[C^{y}\right]$ as part of the checks to see if $(C, v(C)) \in W$, only if $\left(C^{x}, v\left(C^{x}\right)\right),\left(C^{y}, v\left(C^{y}\right)\right) \in W$.

Proof. According to Lemma 3.3, each split-partition $S P \in$ $\operatorname{AllSParts}\left(\left[C^{x}, C^{y}\right]\right)$ has been covered by a split $\left[D^{x}, D^{y}\right]$ where $\left|D^{x}\right|<\left|C^{x}\right|$. Therefore the value of each $S P$ has already been compared against $v(C)$ when analysing $\left[D^{x}, D^{y}\right]$ because SCGDP generates the splits according to the size of the smallest coalition in it (from size 1 to $\left\lfloor\frac{|C|}{2}\right\rfloor$ ). Therefore, only the split $\left[C^{x}, C^{y}\right]$ (i.e. the split itself and not any split-partitions) has not been compared against $v(C)$. But if one of $C^{x}$ or $C^{y}$ is not in $W$, then one of $\left[C^{x}, C^{y}\right]$ 's split-partitions were of greater or equal value than $\left[C^{x}, C^{y}\right]$ and so the following is guaranteed to hold: $v(C) \geq$ $f_{2}\left(C^{x}\right)+f_{2}\left(C^{y}\right)$.

The next lemma and theorem show that given a split $\left[C^{x}, C^{y}\right]$ of $C$ where $\left|C^{y}\right| \geq 2 *\left|C^{x}\right|$, then the value of $\left[C^{x}, C^{y}\right]$ needs to be compared to $v(C)$ if $C^{x}$ in the SCG. This is because, when $\left|C^{y}\right| \geq$ $2 *\left|C^{x}\right|$, there are many possible split-partitions of $\left[C^{x}, C^{y}\right]$ that will not have been covered by a split with a smaller sized coalition than $C^{x}$.

Lemma 3.5. Consider a coalition $C$ and a split $\left[C^{x}, C^{y}\right] \in$ AllSplits $(C)$ where $\left|C^{y}\right| \geq 2 *\left|C^{x}\right|$. Given $\left[C^{x}, C^{y}\right]$ and a splitpartition $S P \in \operatorname{AllSParts}\left(\left[C^{x}, C^{y}\right]\right)$, then there may not exist $a$ split $\left[D^{x}, D^{y}\right] \in \operatorname{AllSplits}(C)$ where $\left|D^{x}\right|<\left|C^{x}\right|$ and $S P \in$ AllSParts([ $\left.\left.D^{x}, D^{y}\right]\right)$.

Proof. Assume a split $\left[C^{x}, C^{y}\right] \in \operatorname{AllSplits}(C)$ has the property $\left|C^{y}\right| \geq 2 *\left|C^{x}\right|$, and that $S P \in \operatorname{AllSParts}\left(\left[C^{x}, C^{y}\right]\right)$ can always be found by any $\left[D^{x}, D^{y}\right] \in \operatorname{AllSplits}(C)$ where $\left|D^{x}\right|<$ $\left|C^{x}\right|$. For this assumption to hold true, then $S P$ cannot contain only partitions of sizes $\geq\left|C^{x}\right|$, otherwise $S P$ would not have been covered by a split that included $D^{x}$.

When $\left|C^{y}\right| \geq 2 *\left|C^{x}\right|$ then at least one split-partition $S P$ can be found that includes only partitions that have sizes $\geq\left|C^{x}\right|$. For example, a 3-part split-partition of sizes $\left|C^{x}\right|,\left\lfloor\frac{\left|C^{y}\right|}{2}\right\rfloor$ and $\left\lceil\frac{\left|C^{y}\right|}{2}\right\rceil$ can be made, and because $\left|C^{y}\right| \geq 2 *\left|C^{x}\right|$ the assumption is contradicted.

The following theorem shows that given a split $\left[C^{x}, C^{y}\right]$ where $\left|C^{y}\right| \geq 2 *\left|C^{x}\right|$, then this split only needs to be assessed by SCGDP to find $W$, if $C^{x}$ is in the SCG:

THEOREM 3.6. Consider a coalition $C$ and a split $\left[C^{x}, C^{y}\right] \in$ AllSplits $(C)$ where $\left|C^{y}\right| \geq 2 *\left|C^{x}\right|$. Then the SCG-DP algorithm needs to compare $v(C)$ to $f_{2}\left[C^{x}\right]+f_{2}\left[C^{y}\right]$ as part of the checks to see if $(C, v(C)) \in W$, only if $\left(C^{x}, v\left(C^{x}\right)\right) \in W$.

Proof. According to the previous lemma, a split-partition $S P \in$ $\operatorname{AllSParts}\left(\left[C^{x}, C^{y}\right]\right)$ may not have been covered by a split $\left[D^{x}, D^{y}\right]$ when: (a) $S P$ only includes partitions of sizes greater than or equal to $\left|C^{x}\right|$; (b) $\left|D^{x}\right|<\left|C^{x}\right|$; and (c) $\left|C^{y}\right| \geq 2 *\left|C^{x}\right|$. All splitpartitions that include partitions of sizes greater or equal to $\left|C^{x}\right|$,

```
Algorithm 1: The SCG-DP algorithm to find an optimal coali-
tion structure and a stable payoff vector.
    function \(\operatorname{SCG}-\mathrm{DP}(N, v)\)
    Input: \(\langle N, v\rangle\); where \(N\) is the global set of agent IDs and \(v\)
    is the characteristic function.
    Output: \(\left\langle C S^{*}, x\right\rangle\); where \(C S^{*}\) is the optimal coalition
    structure and \(x\) is a stable payoff vector.
    begin;
    \(W=\emptyset\); // holds the SCG representation
    for \(i \in N\) do
        set \(f_{1}[\{i\}]:=\{i\}, f_{2}[\{i\}]:=v(\{i\})\) and
        \(\left(\{i\}, f_{2}[\{i\}]\right) \in W\);
    end for
    for \(s:=2\) to \(n\) do
        for each \(C \subseteq N\) where \(|C|=s\) do
        \(\Psi=\) EvalSplits \((C, W)\)
        \(f_{2}[C]:=\)
        \(\left.\max \left\{v(C), \max _{\left[C^{x}, C\right.}{ }^{y}\right] \in \Psi\left(f_{2}\left[C^{x}\right]+f_{2}\left[C^{y}\right]\right)\right\}\);
        if \(f_{2}[C]<v(C)\) then
            set \(f_{1}[C]:=C\) and \(\left(C, f_{2}[C]\right) \in W\);
        else
            set \(f_{1}[C]:=C^{*}\) where \(C^{*}\) maximises \(f_{2}[C]\);
        end if
        end for
    end for
    set \(C S^{*}:=\{N\}\)
    for each \(C_{i} \in C S^{*}=\left\{C_{1}, \ldots C_{k}\right\}\) do
        if \(C_{i} \notin W\) then
            set \(C S^{*}:=\left(C S^{*} \backslash\{C\}\right) \cup\left\{f_{1}[C]\right\}\);
            restart this for loop from \(C_{i}\);
        end if
    end for
    \(x=\) FindStablePayoff \((W)\)
    return \(\left\langle C S^{*}, x\right\rangle\);
    end
```

must include $C^{x}$ due to the definition of split-partitions. Yet if $\left(C^{x}, v\left(C^{x}\right)\right) \notin W$ then this split does not need to be analysed anyway as an optimal coalition structure can always be found using only the coalitions in $W$.

To conclude this section, the SCG-DP algorithm implements implements Theorem 3.4 and Theorem 3.6 (to make sure that the necessary splits are analysed) via its EvalSplits function (see Algorithm 2) in lines 8 to 11 and lines 12 to 14 respectively. In the EvalSplits function, $C^{y}$ is generated only when needed, to save on computation, therefore both of the following are used in the function: (a) $\left|C^{y}\right|$ is substituted with $n-\left|C^{x}\right|$; and (b) $C^{y}$ is only generated if $\left(C^{x}, v\left(C^{x}\right)\right) \in W$.

## 4. THE SCG-DP ALGORITHM

The SCG-DP algorithm (see Algorithm 1) takes a characteristic function game as input and follows the style of the other dynamic programming algorithms in the literature. That is, SCG-DP breaks the coalition structure generation problem up into finding the highest valued partition of each subset of the grand coalition in size order from smallest subset to largest (line 6 and 9).

To find an optimal coalition structure ( $C S^{*}$ ), like DP of [34], the SCG-DP algorithm uses: (a) the $f_{1}$ table where $f_{1}[C]$ is set to equal the highest valued split of $C$ if this is greater or equal to $v(C)$, otherwise $f_{1}[C]=C$ (lines 14 and 16); and (b) the $f_{2}$ table

```
Algorithm 2: The EvalSplits function finds which splits
of the coalition \(C\) should be checked by SCG-DP to find out
whether \(C\) is in the SCG representation.
    function EvalSplits ( \(C, W\) )
    Input: \(\langle C, W\rangle\); where \(C\) is the coalition to assess the splits
    of, and \(W\) is the SCG representation.
    Output: \(\Psi=\left\{\left[C^{x}, C^{y}\right]_{1}, \ldots,\left[C^{x}, C^{y}\right]_{k}\right\}\);
    begin;
    \(\Psi=\emptyset ; p=1 ;\)
    for \(r=1\) to \(r>\left\lfloor\frac{\lfloor C \mid}{2}\right\rfloor\) do
    for each \(\left[C^{x},-\right] \in \operatorname{AllSplits}(C)\) where \(\left|C^{x}\right|=r\) do
        if \(n-\left|C^{x}\right|<2 *\left|C^{x}\right|\) and \(\left(C^{x}, f_{2}\left[C^{x}\right]\right) \in W\) then
            if \(\left(C^{y}, f_{2}\left[C^{y}\right]\right) \in W\), where \(C^{y}=N \backslash C^{x}\) then
                \(\left[C^{x}, C^{y}\right]_{p} \in \Psi ; p++;\)
            end if
        else if \(n-\left|C^{x}\right| \geq 2 *\left|C^{x}\right|\) and \(\left(C^{x}, f_{2}\left[C^{x}\right]\right) \in W\)
        then
            \(\left[C^{x}, C^{y}\right]_{p} \in \Psi\), where \(C^{y}=N \backslash C^{x} ; p++;\)
        end if
    end for
    end for
    return \(\Psi\);
    end;
```

where $f_{2}[C]$ holds the value of $C$ (if $f_{1}[C]=C$ ) or the value of $C$ 's highest-valued split (line 12). But crucially the difference between SCG-DP and DP is that SCG-DP's search for the $C S^{*}$ does not involve considering every possible split of every coalition $C \subseteq N$. Only the splits returned by the EvalSplits function are considered (line 11). The ODP algorithm of [14] also does not consider every possible split when searching for an $C S^{*}$. The SCG-DP and ODP algorithms are compared in Section 5.

Additionally, SCG-DP, unlike the DP and ODP algorithms, collects the SCG representation in $W$ at two points: (1) Firstly by the definition of the SCG, the singleton coalitions should be in $W$ (line 7); and (2) When every split-partition of $C$ has a value less than $v(C)$ (line 13 and 14). In practice, if $C$ is in $W$ can be recorded simply via a boolean, as the value of $C$ is saved in $f_{2}$.

After $f_{1}$ and $f_{2}$ are computed, the optimal coalition structure $C S^{*}$ is found recursively in the same manner as the DP algorithm. This is performed by first setting the $C S^{*}$ equal to the grand coalition (line 20) and then performing a loop (lines 21 to 26) where all the coalitions in the $C S^{*}$ are checked to see if they are in the SCG (line 22). If a coalition $C \notin W$, then it needs to be replaced by its highest valued partition. This process continues until all the coalitions in $C S^{*}$ are members of the SCG.

Finally, the coalitions that have been collected into $W$ are used to find a stable payoff vector (line 27). Details of this are described in Section 4.1. Once the stable payoff vector has been found, the characteristic function game outcome will be returned (line 28).

### 4.1 Solution Concept Satisfiability

As has been described, the SCG-DP algorithm locates all the coalitions in the SCG representation (i.e. it finds $W$ ). Given $W$, various guarantees can be made on the payoff vector $x$ that is returned from the FindStablePayoff function (which follows Corollary 3.2.1 in Section 3.1). These guarantees are provided via Theorem 3.2 and Corollary 3.2.1 and depend on the characteristic function game given as input to the SCG-DP algorithm:

- A core solution will be found when the characteristic function game has a superadditive $v$.
- A weak-least core solution will be found when the grand coalition is the optimal coalition structure but not core-stable.
- A weak-least core ${ }^{+}$solution will be found when the grand coalition is not the optimal coalition structure. In this case, cross-coalition side payments may occur.

The superadditive cover characteristic function $v^{*}$, referred to in Corollary 3.2.1, has been found in the SCG-DP via the $f_{2}$ table.

If cross coalition side payments are undesirable, SCG-DP could be modified to find the most stable $C S^{*}$. The section of the SCGDP that finds an $C S^{*}$ can instead find all the $C S^{*}$ s. Then each $C S^{*}$ can be compared via stability. This procedure is known as the optimality gap [28] and significantly cuts down on the number of coalition structures to compare via their stability, as the number of $C S^{*} \mathrm{~s}$ is usually significantly less than all the coalition structures.

### 4.2 An Example of the Algorithm

To show how SCG-DP works, due to space considerations, we focus on the evaluation of two coalitions of size $s=4$ in a $n=$ 5 agent characteristic function game. The following evaluation is also presented in Table 1. As the coalitions are evaluated in size order (see line 6 and 9 of SCG-DP), then coalitions of size 1,2 and 3 have already been analysed by SCG-DP. Within those sizes, the following were found to be in the SCG (in this example): $(\{1\}, 1),(\{2\}, 1.2),(\{3\}, 0.8),(\{4\}, 1.2),(\{5\}, 0.9),(\{1,3\}, 2)$, $(\{2,5\}, 2.3),(\{3,5\}, 2),(\{2,3,5\}, 3.7) \in W$.

Now for a coalition of size 4 , there are 7 different splits, which are shown in the first 7 lines of the second column of Table 1 for each coalition. To find out if a split should be compared to the coalition's value (displayed in the 8th line of column 2 for each coalition), the EvalSplit function generates the first coalition $C^{x}$ of the split and generates the second coalition $C^{y}$ if $C^{x} \in W$. Then if the split $\left[C^{x}, C^{y}\right.$ ]'s value is compared to the value of the coalition depends on the size of $C^{x}$, as shall be explained.

Take the first split of coalition $\{1,2,3,4\}$, i.e. $[\{1\},\{2,3,4\}]$. This split satisfies the following: $n-\left|C^{x}\right|=5-1 \geq 2 *\left|C^{x}\right|$ (where $C^{x}=\{1\}$ ). Therefore lines 12 to 14 of the EvalSplit function is run. As singletons are always in the SCG, then line 13 states that $C^{y}$ should be generated (hence coalition $\{2,3,4\}$ is shown in the table) and that this split should be analysed (hence a numeric result is shown in the table). The value 4.2 is found as $v(\{1\})=1$ and the highest valued disjoint partition of $\{2,3,4\}$ in the SCG has a value of 3.2 , because $v(\{2\})+v(\{3\})+v(\{4\})=$ $1.2+0.8+1.2=3.2$. Alternatively, in the second line, the best valued partition of $\{1,3,4\}$ is also 3.2 but this time because $v(\{1,3\})+v(\{4\})=2+1.2=3.2$.

Now consider splits of the form $\left[C^{x}, C^{y}\right]$ where $\left|C^{x}\right|=\left|C^{y}\right|=$ 2 for the same coalition $\{1,2,3,4\}$. The first split of this kind is $[\{1,2\},\{3,4\}]$. This split satisfies the following: $n-\left|C^{x}\right|=$ $5-2<2 *\left|C^{x}\right|$ (where $C^{x}=\{1,2\}$ ). So lines 8 to 11 of the EvalSplit function are run. As $\{1,2\} \notin W$, the if statement of line 8 evaluates to false, therefore the $C^{y}$ coalition of the split is not generated (hence - is shown in the table) and the split is not evaluated (hence N/A is shown in the table). Alternatively, for the split $[\{1,3\},\{2,4\}], C^{y}=\{2,4\}$ is generated because $\{1,3\} \in$ $W$ but the split is not evaluated as $\{2,4\} \notin W$.

## 5. EXPERIMENTAL EVALUATION

This section will provide an evaluation through the discussion of: (a) the number of split operations to be performed for different agent numbers; and (b) the number of coalition lookup operations to be performed for different agent numbers.

| Coalition | The evaluations performed before setting $f_{1}$ and $f_{2}$ | $f_{1}$ | $f_{2}$ | $\begin{aligned} & \text { In } \\ & W ? \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| \{1, 2, 3, 4\} | $f_{2}[\{1\}]+f_{2}[\{2,3,4\}]=4.2$ $f_{2}[\{2\}]+f_{2}[\{1,3,4\}]=4.4$ $f_{2}[\{3\}]+f_{2}[\{1,2,4\}]=4.2$ $f_{2}[\{4\}]+f_{2}[\{1,2,3\}]=4.4$ $f_{2}[\{1,2\}]+f_{2}[-]=$ N/A $f_{2}[\{1,3\}]+f_{2}[\{2,4\}]=$ N/A $f_{2}[\{1,4\}]+f_{2}[-]=$ N/A $v[\{1,2,3,4\}]=4.6$ | \{1, 2, 3, 4\} | 4.6 | Yes |
| \{1,2,3,5\} | $f_{2}[\{1\}]+f_{2}[\{2,3,5\}]=4.7$ $f_{2}[\{2\}]+f_{2}[\{1,3,5\}]=4.1$ $f_{2}[\{3\}]+f_{2}[\{1,2,5\}]=4.1$ $f_{2}[\{5\}]+f_{2}[\{1,2,3\}]=4.1$ $f_{2}[\{1,2\}]+f_{2}[-]=$ N/A $f_{2}[\{1,3\}]+f_{2}[\{2,5\}]=4.3$ $f_{2}[\{1,5\}]+f_{2}[-]=$ N $/ \mathrm{A}$ $v[\{1,2,3,5\}]=4.3$ | $\{1\}\{2,3,5\}$ | 4.7 | No |

Table 1: This table details the splits and coalitions generated, for coalitions $\{1,2,3,4\}$ and $\{1,2,3,5\}$ in the characteristic function game described in Section 4.2.

An experimental analysis was used as both (a) and (b) are dependent on the coalition-value distribution, which the SCG-DP algorithm has no a priori knowledge on. The experiments were run using: (i) different agent numbers from 5 to 20, where 30 runs for each agent number were used; and (ii) differing coalition-value distributions, which include normal, uniform and NDCS, as is usual in the coalition structure generation literature (see [12, 15, 23, 25]). These coalition-value distributions are defined as:

- Uniform:- Each coalition's value is determined by multiplying the number of agents in the coalition by a variable $q$ picked from a uniform distribution between 0 and 1.0. Formally, $v(C)=\max (0,|C| \times q)$, where: $q \in \mathcal{U}(a, b) ; a=0$; and $b=1.0$.
- Normal:- Each coalition's value is determined by multiplying the number of agents in the coalition by a variable $q$ picked from a normal distribution with mean 1 and variance 0.1 . Formally, $v(C)=\max (0,|C| \times q)$, where: $q \in \mathcal{N}\left(\mu, \sigma^{2}\right)$; $\mu=1$; and $\sigma^{2}=0.1$.
- NDCS:- Each coalition's value is determined by a variable $q$ picked from a normal distribution with mean of the coalition's size and variance also according to the coalition's size. Formally, $v(C)=\max (0, q)$, where: $q \in \mathcal{N}\left(\mu, \sigma^{2}\right) ; \mu=$ $|C|$; and $\sigma^{2}=|C|$.
- Subadditive:- A characteristic function game is subadditive if for any two disjoint coalitions $D$ and $E$, where $D, E \subset N$ and $D \cap E=\emptyset$, then $v(D \cup E) \leq v(D)+v(E)$.
- Strictly superadditive:- A characteristic function game is strictly superadditive if for any two disjoint coalitions $D$ and $E$, where $D, E \subset N$ and $D \cap E=\emptyset$, then $v(D \cup E)>$ $v(D)+v(E)$.

In this section the SCG-DP algorithm is compared to the Optimal Dynamic Programming (ODP) algorithm described in [14] for the above coalition-value distributions. SCG-DP seeks to minimise the number of split operations to find an optimal and stable coalition structure (whatever the coalition-value distribution), while ODP minimises the number of split operations to find the optimal coalition structure (whatever the coalition-value distribution).

### 5.1 Number of Analysed Splits

The number of analysed splits for a coalition $C$ is defined as the splits of $C$ that are considered for $f_{2}[C]$. In SCG-DP, this equals


Figure 1: This figure displays the percentage of split operations performed in SCG-DP (for different coalition-value distributions) and in ODP (for any coalition-value distribution), compared to the total possible split operations of the DP algorithm, which is equivalent to the Stirling number of the second kind: $S(n+1,3)$. ( $\mathbf{9 5 \%}$ confidence interval displayed).
the number of splits returned by the EvalSplits function. The total number of analysed splits is the number of analysed splits for every coalition $C \subseteq N$.

The total number of analysed splits results for SCG-DP for five different coalition-value distributions are displayed in Figure 1. The SCG-DP results are taken from the experiments discussed earlier in this section. Additionally in Figure 1 the ODP algorithm results are detailed, which are found in [14].

As can be seen in Figure 1, as $n$ increases SCG-DP analyses fewer splits than ODP for all non-strictly superadditive coalitionvalue distributions. This is due to the additional pre-processing EvalSplits function of SCG-DP. As ODP does not have a similar pre-processing stage, a fairer comparison method would be to compare via the number of coalition lookups, as discussed next.

### 5.2 Number of Coalition Lookups

A coalition lookup is defined as the generation of a coalition within a split (and therefore the lookup of the coalition's information). In ODP, as the number of analysed splits does not depend on the coalition-value distribution, then the number of coalition lookups also does not depend on the coalition-value distribution.

For SCG-DP, coalition lookups occur in the EvalSplits function. Coalition $C^{x}$ is generated at line 7 for every split. Then coalition $C^{y}$ is generated if $C^{x}$ is in the SCG, at line 9 or line 13. It is then assumed that the information of the looked up coalitions stays in memory until the next time the EvalSplits function is run (so that the coalitions do not have to be looked up again). As the generation of $C^{y}$ is dependant on $C^{x}$ being in the SCG, the number of coalition lookups is variable in SCG-DP.

The total number of coalition look ups for SCG-DP for the five different coalition-value distributions are displayed in Figure 2. Additionally in Figure 2, the ODP results are detailed.

For SCG-DP, the subadditive experiments have the minimal number of lookups and act as a lower bound. This lower bound occurs because subadditive games have the minimal number of coalitions in the SCG; the $n$ singleton coalitions. As can be seen, the number of lookups in the subadditive experiments are converging onto $50 \%$. This is because $C^{x}$ always has to be generated in the EvalSplits function, and $C^{y}$ only has to be generated when


Figure 2: This figure displays the percentage of coalition look up operations performed in SCG-DP (for different coalitionvalue distributions) and ODP (for any coalition-value distribution) compared to the total possible lookup operations of the DP algorithm, which is equivalent to two times the Stirling number of the second kind: $2 \times S(n+1,3)$. $\mathbf{( 9 5 \%}$ confidence interval displayed).
$\left|C^{x}\right|=1$ (i.e. when $C^{x}$ is a singleton coalition). The number of times $C^{y}$ gets generated as $n$ increases becomes more and more insignificant as a percentage of the total coalition lookups.

Conversely, the strictly superadditive coalition-value distribution acts as an upper bound for SCG-DP. This upper bound occurs because strictly superadditive games have the maximum number of coalitions in the SCG; all the coalitions. In this case SCG-DP performs the same number of lookups as the original DP algorithm [34] (i.e. $100 \%$ ). That said, for the other three more common coalition-value distributions for coalition structure generation algorithms (uniform, normal and NDCS) [12, 23], the number of coalition lookups is tending towards the lower bound as $n$ is increasing.

## 6. CONCLUSION AND FUTURE WORK

In this paper, the Synergy Coalition Group-based Dynamic Programming (SCG-DP) algorithm was presented, which takes any characteristic function game as input and finds an optimal coalition structure as well as a stable payoff vector by identifying all the coalitions in the Synergy Coalition Group (SCG). SCG-DP locates the SCG without checking the entire search space identified by the Dynamic Programming (DP) algorithm of [34]. The optimal dynamic programming algorithm of [14] showed that only approximately $33 \%$ of the search operations of DP are required to guarantee that an optimal coalition structure is found. In this paper, our experimental results show that the lower bound, to guarantee that an optimal coalition structure and a weak least core stable payoff vector is found, converges onto $50 \%$ as the number of agents increases. The upper bound remains at $100 \%$, but for standard coalition-value distributions in the literature, the results are trending towards the lower bound as the number of agents increases.

Two possible strands of future work are as follows: (1) SCG-DP only gives a solution upon completion, so exploring an any-time version of SCG-DP could be beneficial; and (2) SCG-DP is a centralised algorithm, yet decentralised methods for the first stage of coalition formation - performing the coalition value calculations (CVC) - exist (e.g. [20, 26, 31, 32]). Building on one of the decentralised CVC algorithms to create a decentralised version of SCGDP (in a similar manner to how [15] built on [20]), can help spread the computational burden while also making SCG-DP more robust.
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[^1]:    ${ }^{1}$ Definitions of stability are discussed in Section 2.2.
    ${ }^{2}$ In this section, the core is introduced, not the CS-core, as the CScore has been shown to not be able to guarantee that the optimal coalition structure is CS-core stable [2, 28].

