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ABSTRACT
In this paper we introduce and experimentally evaluate a new sub-
optimal decision-making design to be used by autonomous agents
acting on behalf of a user in repeated tasks, whenever the agent’s
autonomy level is continuously controlled by the user. This mode of
operation is common and can be found whenever user’s perception
of the agent’s competence is affected by the nature of the outcomes
resulting from the agent’s decisions rather than the optimality of
the decisions made, e.g., in spam filtering, CV filtering, poker agents,
and robotic vacuum cleaners as well as in newly arriving systems
such as autonomous cars. Our proposed design relies on choosing
the action that offers the best tradeoff between decision optimality
and the influence over future allowed autonomy, where the latter is
predicted using standard machine learning techniques. The design
is found to be highly effective compared to following the theoretic-
optimal decision rule, over various measures, through extensive
experimentation with a virtual investment agent, making virtual
investments on behalf of 679 subjects using Amazon Mechanical
Turk.
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1 INTRODUCTION
An important role of collaborative interfaces and many AI-based
systems in general is supporting people in decision situations. This
typically takes the form of providing people beneficial advice or sug-
gesting a preferred course of action [13] and can be found in almost
any aspect of our daily lives. For example, GPS-based navigation
apps recommend their users a driving route (e.g., GoogleMaps and
Waze), weight loss apps recommend a daily diet (e.g., Nutrino) and
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fitness apps recommend a preferred course of training (e.g., Runk-
eeper). With recent developments in AI technologies and the ever
increasing adoption of such systems as mainstream, many of these
systems have evolved to autonomously carrying out various types
of decision-oriented tasks on behalf of their user rather than simply
providing advice. These can either take the form of virtual agents
(e.g., Poker bots that play on real money [7], automatic spam filters
[10], automatic news feed generators [30] automatic CV filters [24])
or physical ones (e.g., autonomic car, vacuum robots).

While agents of the latter type are equipped with a wide set
of functionalities enabling them to act fully autonomously, their
decision space as well as the level of autonomy they may actu-
ally exhibit (i.e., the space of actions they may choose from) are
often constrained by the user.1 For example, a poker agent can be
constrained by the amount of money it can bet on each round, a
robotic vacuum cleaner can be constrained by virtual walls set by
the user, limiting it to a sub-area of the apartment to be cleaned, a
GPS system may be limited by the type of roads it may consider.
These constraints typically hold whenever it is not clear how com-
petent the agent is, or to what extent the agent’s goals are aligned
with the user’s. The constraints change over time, based on the
user’s perception of the agent’s competence as well as various other
psychological factors that may influence her satisfaction from the
agent.

The fact that the agent’s autonomy may be constrained calls for
a somehow different design paradigm for such agents. For years,
decision support systems and advice-giving agents were designed
to act optimally [6, 36], in the sense of maximizing some predefined
measure (e.g., the expected time to get somewhere in the case of a
navigation systems, or the coverage achieved per time unit in the
case of a robotic vacuum cleaner). Alas, since people are bounded
rational [23], and do not always recognize the optimality of the
decisions made by the agent [20, 37], a sequence of sub-optimal
decisions may result in a greater user satisfaction and allow the
agent to act (almost) fully autonomously in the long run, in a way
that the aggregated performance is improved overall. Prior work
has shown that indeed in many cases suboptimal advising is a
preferred choice for collaborative interfaces and virtual advisors
[3, 12, 13, 28]. Still, the motivation for using suboptimal advice in
prior work was the non-intuitive nature of the optimal solution, i.e.,
at times, sub-optimal solutions might seem more appealing to the
user and hence are likely to be adopted to a greater rate, leading to
an improved performance overall. As such, the solutions proposed
relied on the tradeoff between the level of intuitiveness of different

1We stress that while we use the terms "autonomy" and "level of autonomy", the idea
has nothing to do with the concept of "adjustable autonomy" which commonly appears
in literature in the context of transferring control between a user and an agent.
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solutions and the expected value they encapsulated in case as the
primary design principle (and consequently the autonomy level she
allows).

In this work, we introduce a new type of sub-optimal decision
making designs to be used in a different class of settings where
it is the uncertain nature of the outcomes that affect the user’s
perception of the agent’s competence. This is in fact the more com-
mon setting with agents that make decision on behalf of the user
(rather than giving advices) as the user often does not get to observe
the decision made but rather only receives information related to
its outcome (e.g. algo-trading [22]), Here, even the optimal deci-
sion may result in poor actual outcomes, as outcomes are a priori
uncertain.

Our proposed design, the adaptive design, relies on predicting
the effect of different outcomes, resulting from choices made by the
agent, over the extent of autonomy to which it is enabled. This is
done using standard machine learning techniques. The design aims
to balance between decision optimality and the resulting future
autonomy of the agent, picking the action that maximizes some
pre-defined tradeoff between the two. The idea is that over time,
as the user’s confidence in the agents’ competence increases, the
agent will gradually be able to make decisions that better align with
the theoretical-optimal ones.

The effectiveness of the adaptive design was tested experimen-
tally using an investment game in which an agent is making in-
vestments on behalf of the user and the user gets to control the
amount of funds to be used by the agent in its investment, out of the
total funds available, over time. The performance of the adaptive
design was compared to the one achieved with an agent that acts
optimally, over various measures such as the average autonomy
granted to the agent over time, the user’s average overall profit,
user’s expressed satisfaction and agent’s profit. The evaluation used
two different instances of the framework differing in the stocks
available to the agent for investment. The analysis of the results
suggests a statistically significant improvement in all measures
when using the adaptive design.

In the following sections we provide a formal problem formula-
tion. Section 3 details our adaptive agent design. The experimental
framework and experimental design used for evaluation are given
in Sections 4 and 5, followed by the analysis of the results. Finally,
we provide a review of related work and our conclusions.

2 PROBLEM FORMULATION
Our model considers an autonomous agent engaged in a repeated
task on behalf of a user (e.g., navigating, investing money, making
dietary choices).2 We use A = {A1, ...,An } to denote the set of
actions (or choices) available for the agent in the task. While the
user’s satisfaction from the agent’s decisions is a priori unknown,
the agent knows it is positively correlated with a primary well-
defined "performance" measureX pertaining to the actual outcomes
of the decisions it makes. The value of X resulting from picking
any different action Ai ∈ A is a priori uncertain and the agent is
only acquainted with its underlying probability function, denoted

2Note that in this examples we refer to actuallymaking the choice of a route, investment
and daily diet, rather than generating few alternatives and requesting the user to choose
from.

pi (x) (or the probability distribution function fi (x) in the case of a
continuous random variable). While the agent is not computation-
ally bounded and can act autonomously without any continuous
feedback from the user, the user has the option to restrict its Auton-
omy Level by constraining the action space available to the agent,
as discussed in the former section. This is not to imply the user
expects the agent to transfer back control by limiting autonomy
but rather to say the agent is limited to picking its action from a
reduced (possibly more controlled) space.

The model assumes the user has the same a-priori knowledge as
the agent, but does not observe (or is not interested in) the choices
made by the agent but rather only get to see the actual outcomes of
these choices. Naturally these outcomes have a great effect on the
user’s satisfaction and the way she constrains the agent’s autonomy
level in consequent tasks.

The above maps to all the application domains mentioned in the
former section as motivating examples. In navigation, actions cor-
respond to picking among different applicable routes, performance
is measured as time to get to destination, constraints are roads and
areas to avoid or maximum number of segments to use and the
sources of uncertainty are roads conditions, weather and traffic
congestions along the road. In the investments domain, actions
correspond to different allocations of the user’s funds to stocks
and bonds, performance is measured as the relative return on in-
vestment, constraints can be expressed as the maximum amount
per investment or type of stocks to invest in and the uncertainty
derives from the unstable behavior of stocks in the market. In di-
eting, actions are different recipes and food choices, performance
is typically measured in terms of weekly weight loss, constraints
can be the minimum or maximum requested calories per day or
specific foods to avoid or include and the source of uncertainty
is the inherent difference between people and the way different
aspects, e.g., sport, may influence their diet.

The goal of the agent is thus to decide, on each instance of
the task execution, on the action to be used, given the outcome
of previous choices made and the resulting imposed constraints
aiming to maximize some pre-defined measure such as user’s profit,
user’s satisfaction and agent’s profit.

3 PROPOSED APPROACH
This section outlines the principles of the proposed agent design.
We begin by reviewing the optimal strategy for the agent if the user
was a fully rational agent and then move on to the case of people.

Fully-rational user. If the user is fully rational then in the absence
of any input other than the performance measure X of the choices
made, and since there is a strong positive correlation between the
performance measure and the user’s satisfaction from the agent, it
is optimal to pick the action a associated with the maximal expected
performance. Formally:maxAi

∑
x ·pi (x).3 This strategy maximizes

the expected observed performance at any time, and hence will
provide the maximum autonomy for the agent when carrying out
3This assumes linear correlation between the performance obtained and the user
satisfaction and between user satisfaction and the degree of autonomy awarded in
subsequent task. This is likely to be the case since the user is fully rational and the
task is repeated. However, even in cases where the correlation is not linear all that
needs to be changed is replacing x by the corresponding functions that capture the
correlation between these variables.
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Figure 1: Future autonomy level as a function of perfor-
mance: (a) for all outcomes; (b) for expected outcomes.

the subsequent task. We denote this strategy "theoretic-optimal"
and use it as a baseline in our experimental evaluation.

Adaptive approach. While the theoretic-optimal approach will
perform best with fully rational users, people are known to be
bounded rational in the sense that their actions are influenced by
various psychological effects [23]. In particular, the uncertainty
associated with the outcomes may frequently lead to occasions
where theoretically optimal actions result in poor outcomes, over-
whelmingly influencing the constraints imposed by the user on
the agent’s future autonomy. Therefore the adaptive agent design
aims to weigh in both the influence different outcomes of different
choices will have on subsequent autonomy constraints and their
performance contribution of as defined by the measure X .

The tradeoff between performance and the awarded autonomy
is illustrated in Figure 1. Graph (a) of the figure schematically illus-
trates the level of autonomy to be granted (vertical axis) resulting
from different outcomes of different choices (horizontal axis), given
some specific history of outcomes. In this example we have four
possible choices (A1, ...,A4), each associated with four possible
outcomes.4 Outcomes are ordered according to their performance
measure, and the general relation to the awarded autonomy is pos-
itive - the greater the performance achieved, the greater the user
satisfaction and consequently the greater the autonomy awarded to
the agent in subsequent tasks. Still, from this graph it is difficult to
derive preference (or dominance) relationships between different
choices. These can be extracted based on outcomes aggregation
as depicted in graph (b). Here, each data point represents the av-
erage position of each outcome (based on all its outcomes) in the
bi-dimensional plane. The choice of average in this case is the result
of the repeated nature of the interaction, as prior work provides
much evidence that in repeated-play settings people’s strategies
asymptotically approach the expected monetary value (EMV) strat-
egy as the number of repeated plays increases [5, 26]. From Graph
(b) of Figure 1 we can derive some dominance relationships. For
example, choiceA3 dominatesA1 andA2, however there is no clear
dominance relation between A4 and the others (or between A1 and
A2). Therefore, some tradeoff between these two aspects (average
performance and average resulting autonomy) should be defined.

The adaptive approach, aims to pick the choice offering the
maximum value among those available, according to such tradeoff.
The idea is to stick to the choice that does not compromise much in
terms of the performance achieved and yet is not likely to jeopardize

4For example, assume each choice is a different stock, and the different outcomes are
the possible returns from each. The greater the return the less likely it is that the user
will limit the agent in the amount of money to be used in future investments.

the autonomy of the agent in subsequent tasks due to possible poor
outcomes. This offers a general gradual improvement both in the
performance achieved and the level of autonomy awarded along
time. Meaning that over time, the method will gradually shift from
more conservative choices that are required for influencing the user
to award a greater autonomy to the agent, to more risky (and yet
associated with better performance on average) choices.

Formally, we use θ (Hi ,x) to denote the prediction of the au-
tonomy level to be awarded to the agent in following tasks. The
function takes as an input the entire set of prior observations of
the performance achieved by the agent (i.e., the actual outcomes
resulting from choices made by the agent) in the former i tasks
carried out and the autonomy level set by the user in each consecu-
tive round (encoded by Hi )5 and a possible performance outcome
x of the current choice to be made by the agent. In order to ex-
tract θ (Hi ,x) it is required to have some data on the autonomy
level awarded by people to the agent given different histories, on
which any standard machine learning technique can be used in
order to produce the necessary prediction. Based on θ (Hi ,x) we
can calculate the expected autonomy across all possible outcomes
of a choice a, denoted θa (Hi ): θa (Hi ) =

∑
θ (Hi ,x)p(x).6 The imme-

diate expected performance if picking action Aj , denoted EAj [x],
is EAj [x] =

∑
xpAj (x). Therefore the agent needs to consider the

tradeoff between the two, denoted G(θAj (Hi ),EAj [x]) (where the
latter is an increasing function of its two parameters). The pre-
ferred choice Aj ∈ A when the current encoded history is Hi is
thus: a = arдmaxAjG(θAj (Hi ),EAj [x]).

In our experiments we used an equal weight for θ (Hi ,x) and
EAj [x], as this is a natural choice and the goal was merely to pro-
vide a proof of concept. In general, the optimal tradeoff between
the two to be used is domain dependent and may require empirical
investigation. Giving a substantial weight to the immediate perfor-
mance will yield a strategy that is close to the theoretical-optimal
strategy specified above, thus suffers from the same problems dis-
cussed above. On the other hand, giving substantial weight to the
level of autonomy obtained is likely to result in lack of progress
as far as actual performance is concerned - a rather mediocre (yet
highly conservative) choice will be made over and over again.

4 EXPERIMENTAL FRAMEWORK
To evaluate the adaptive approach, we used an experimental frame-
work called "the investment game". In this multi-round game the
user starts with an initial budget, representing her initial wealth,
and can allocate some of it to the agent to invest on her behalf. Both
the agent and the user are acquainted with the different investment
opportunities and the underlying distribution of gains based on
which their profit is determined.7

The agent has complete freedom to invest the amount it receives
in any of the opportunities available. Its autonomy level is defined
as the amount it receives for investment out of the user’s total
funds. At the end of each round, the user gets to see the results of
the investments made by the agent. Meaning that while she does

5Former autonomy levels are needed in order to learn how different outcomes influence
subsequent autonomy restrictions for this specific user.
6For continuous distributions the calculation is:

∫
θ (Hi , x )f (x )dx .

7In real-life the agent can estimate the underlying probability distribution of return
based on analysts’ estimations and overall market dynamics.
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not become acquainted with the specific investment made, the user
realizes the profit (or loss) resulting from the investment.

For its service, the agent charges the user a commission (ex-
pressed as a percentage of the total amount allocated by the user
for investment) in each round. The choice of charging a commission
was made for two reasons. First, it enables distinguishing the user’s
goal from the agent’s goal—the agent gets to collect its commission
even if the outcome is poor (e.g., loss). Thus, the user cannot triv-
ially assume that she should allocate all her funds to the agent (as if
the agent is fully "on her side") but rather should base her decision
on her impression from the agent’s investment outcomes. Second,
this is the common practice with many of the (physical) agents
making investments on behalf of a user (e.g., a stock broker firm
or a pension plan). Having said the above, we stress that gaining
autonomy is critical for the agent, as even though the commission
is always paid, its absolute size depends on the amount allocated
by the user for investment.

While admittedly limiting, relying on a single testbed is rela-
tively common in the area of advice provisioning and human-agent
interaction in general, especially when the proposed method sug-
gests a paradigm shift in design, and the goal is to provide a proof
of concept for the new approach (e.g., [18, 28]). Furthermore, our
use of the investment game offers many advantages in evaluating
the adaptive method. First, most people are familiar with the ap-
plication domain as it maps to various real-life settings where an
individual delegates others to make investments on her behalf: e.g.,
allocating funds to a pension plan, allocating available funds from
a checking account to a saving account or a CD and the manage-
ment of a stock portfolio by hedge funds and professional brokers.
Furthermore, many of these latter funds allocation examples are
of a repeated nature, and the user gets to decide on the level of
autonomy for the agent in terms of the amount allocated for in-
vestment as well as specifying guidelines for investment. People’s
familiarity with the domain is important as it reduces the amount
of explanations needed regarding the game rules and significantly
reduces the chance of subjects failing to understand the game flow
and objectives. Second, in this game the performance measure is
well defined (the return on investment) and highly correlated with
user satisfaction. The fact that we are dealing with stocks enables
generating and experimenting with various highly different set-
tings within that framework, e.g., by controlling the number of
different stocks available for investment and their corresponding
probability distribution of returns. Finally, as mentioned above, the
small commission charged enables distinguishing the agent’s goal
from the user’s goal.

5 EXPERIMENTAL DESIGN
In the following paragraphs we provide a detailed description of
the specific parameter values used for the experiments with the
framework, specific choices made in the implementation of the
learning module of our agent, the interaction with participants and
the different treatments used in our experiments.

Framework Implementation. We implemented the investment
game as an interactive website, using ASP.NET for the server side
and Html, css and javascript for the client side so that participants

could interact with the system using a relatively simple graphic in-
terface. Participants’ initial budget was set to $100. The commission
charged by the agent was set to α = 0.2%.

Agents Implementation. We designed the agents such that they
invested all the money they were allocated in one stock. This choice
was made for two primary reasons. First, every investment in a
mixture of stocks can be seen as investing in one stock that adheres
to an equivalent joint distribution (just like hedge funds often
mimic the behavior of a certain sector of stocks), hence this does
not affect the generality of the solution. Second, and perhaps more
importantly, this restriction enabled us to focus in a reduced number
of investment alternatives, as the agent only had to pick the stock
to invest in rather than evaluating a combinatorial number (or an
infinite number of) allocation alternatives.

Two types of agents were implemented for the experiments. The
first is the theoretic-optimal agent that according to the guidelines
given earlier in the paper always picked the stock associated with
the maximum expected return. The second agent was implemented
according to our adaptive approach. In order to develop an effective
prediction model for the level of autonomy to be awarded based
on past outcomes, we first implemented a "Random" agent, that
randomly picked the stock to invest in. We used this agent to exper-
iment with 495 people, yielding a total of 7546 data samples, each
encoding the level of autonomy awarded in a given round and the
history of returns resulting from investments made till that round.
This data was used as an input to three classic machine learning
methods (all implemented using the Python scikit-learn library
[34]): Neural Networks [40] (used with 2 hidden layers, with 100
neurons in each and the rectified linear unit function (’relu’) which
returns f (x) = max(0,x)), SVM [17] with the ’rbf’ kernel func-
tion (e−γ ∥x−x ′ ∥2 ), using the default parameters of the ’sickit.learn’
package), and Random Forest [41].

The starting point for the learning included a set of 32 possible
features: current round number, current amount of funds, return
achieved in the last i rounds (where i is feature’s parameter, values
checked between 5 and 13), agent’s autonomy level in the last i
rounds (where i is feature’s parameter, values checked between
5 and 13), number of rounds in which the user lost money, and
the average gain percent of the first i rounds (where i is feature’s
parameter, values checked between 1 and 10). To obtain the best
combination of features and their parameters we trained all models
with all possible combinations of features and their parameters. The
training was done using the cross validation method [14] with 20
iterations (test-train ratio was 80%-20%), checking the mean error
on the test set. The error was calculated as the absolute distance
between the prediction and the correct answer.

The mean error as a function of the amount of samples using
the three learning methods is shown in Figure 2(a). From the graph
we see that all methods perform quite well, even with a relatively
moderate number of observations used as an input. This is highly
encouraging, given the substantial number of parameters consti-
tuting the input space (as each instance encodes the outcomes of
all prior rounds and the level of autonomy awarded). Based on the
results obtained we concluded that the best model in our case is
Random Forest. The best features subset found for this method
includes: the current round number, the current amounts of funds
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Figure 2: Training charts: (a)Mean error as a function of sam-
ple’s amount; and (b) OOB Error as a function of the number
of trees in the Random Forest method.

available to the user, the gains (in percentages) obtained in the last
five rounds and the autonomy level awarded in the last five rounds.
Figure 2(b) depicts the OOB (out of bag) error [8] obtained with this
method while training is performed using the full set of samples
as a function of the number of the trees used. From the graph we
concluded that 70 trees are sufficient as beyond that number the
improvement achieved is quite moderate. We emphasize that the
above learning process is standard and by all means it is not one of
the contributions of this work.

The future autonomy level and the immediate performance mea-
sures were given equal weights in G(θAj (Hi ),EAj [x]). This arbi-
trary choice, as explained in previous sections, was made primarily
because our goal was to prove a concept. Specifically, in our case
the two measures had an approximately close range (immediate per-
formance ranged between 1.06 and −0.12 and naturally the future
autonomy level ranges between 0 and 1), hence linear combination
with equal coefficients seemed natural.

Choice Availability. We extracted two sets of choices available
to the agents, denoted S1 and S2 respectively, each emulating a
different market structure, enabling a richer experimentation. Each
set had 8 stocks the agent could invest in. The stocks’ return distri-
butions were generated based on real stocks data, collected from
Yahoo Finance through the "matplotlib.finance" Python library [46].
For each stock we calculated the return over 20 different (randomly
picked) pairs of dates, where pairs for S1 were picked within the
first half of 2016 and those of S2within the second half of 2016. This
choice was made since we found a greater variance both within the
individual return and within the average return between different
stocks in the latter period. Naturally, both in S1 and S2, a stock
with a higher expected return is also associated with a greater risk
of loss.

Measures. In order to evaluate the effectiveness of the agents
in the different experimental treatments we used several comple-
menting measures, each offering a different perspective. The first
measure is the User’s Profit, i.e., the cumulative amount of money
each user ended up with. The second measure is the Autonomy
Level, i.e., the percentage of funds transfered by the user to the
agent for investment, out of her total funds. The third measure is
the Agent’s Profit, defined as the cumulative amount of money the
agent received as a commission throughout the experiment with
any given participant.8 Much like the second measure, this measure

8As discussed earlier, this measure is only partially correlated with the user’s profit,
since the agent charges the user regardless of whether the investment ended up in a
gain or a loss.

Figure 3: The choice of eight stocks available to the agent in
S1 (right) and S2 (left) and the distribution of their returns.

corresponds to the level of autonomy warranted to the agent by
the user, however the latter gives more weight to absolute larger
amounts.

While the above measures quantify performance, it is possi-
ble that they are not fully correlated with User’s Satisfaction [28].
Therefore we also used subjective users reporting as a measure for
their satisfaction. To this end, we asked users to specify at the end
of the experiment whether they were satisfied with the investment
agent, whether will recommend this agent to a friend and whether
will use this agent again (if could). Each of the three questions relate
to user satisfaction from a slightly different aspect. For example,
the answer to the third question reflects user’s loyalty and there is
a direct link between loyalty and user satisfaction [21].

Interaction with Subjects. Participants were recruited and inter-
acted with through the crowd-sourcing framework of Amazon
Mechanical Turk (AMT). AMT has proven to be a well established
method for data collection of tasks which require human intelli-
gence to complete [33]. Each participant received thorough instruc-
tions of the game rules, the compensation terms and her goal in
the game and were asked to engage in practice rounds until stating
that they understood the game rules (with a strict requirement for
playing at least three practice rounds). In order for the users to
become acquainted with the different options available to the agent
and their possible outcomes, participants were equipped with a
chart depicting stocks and their predicted return distribution (see
Figure 3). Prior to moving on to the actual games, participants had
to correctly answer a short quiz, making sure they fully understand
the game and the compensation method. Finally, participants were
requested to play a sequence of 20 rounds. To encourage truthful
participation, in addition to a show-up fee (the basic "HIT") partic-
ipants were also awarded a bonus which was linearly correlated
with the amount of virtual dollars they managed to accumulate
throughout the game.

Experimental Treatments. Participants were assigned to one of
four treatments, differing in the agent used (theoretic-optimal and
adaptive) and the set of stocks used (S1 and S2). To prevent any
carryover effect a "between subjects" design was used, assigning
each participant to one treatment in one experimental framework
only. In order to have a better control over the experiments and
minimize the influence of drawings from the underlying distribu-
tion functions over the results obtained we pre-generated for each
stock in each framework, using the data collected from YAHOO
finance, 10 sequences of returns over 20 periods corresponding to
the performance of the stock over the course of the game.9

9This data is downloadable from: https://tinyurl.com/InvestmentGameData.
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Figure 4: User profit as a function of the agent and stocks set
used sets S1 and S2.

6 RESULTS
Overall we had 679 participants taking part in our experiments, with
317 experimenting with the adaptive agent and 362 experiment-
ing with the theoretic-optimal. Participants ranged in age (21-70),
gender (67.3% men and 32.7% women), education, and nationality
(50.8% from US, 27.4% from India and the rest from numerous other
countries), with a fairly balanced division between treatments.

In the following paragraph we present the results’ analysis in a
comparative manner (adaptive agent versus the theoretical-optimal
agent), according to the profit users managed to achieve, the agent’s
profit, user satisfaction and the level of autonomy the agent gained
in its decisions. Statistical significance is calculated based on the
one way Mann-WhitneyWilcoxon (MWW) test [29] which is a non-
parametric test (hence it is the most suitable for our case), with al-
ternative hypothesis that one population tends to have larger values
than the other [31]. We note that the same statistical-significance
results were obtained with the one way t-test, except for a single
comparison, of a lesser importance, related to agent’s profit when
using the set S1 for which we received pt−test = 13%).

User’s Profit. Figure 4 depicts the average (cross-users) cumula-
tive user’s profit in the four treatments. From the figure we observe
that with both stocks sets the adaptive method led to a greater
user profit, and in both cases the difference is statistically signifi-
cant (p < 0.05). We note that a bound to the theoretical maximum
user profit that can be obtained is 90% with S1 and 100% with S2
(achieved when always investing all money available to the user in
the stock associated with the maximum expected return). Therefore
based on the results reported in Figure 4 we can say that the use
of the adaptive method reduced the difference between the user’s
expected profit achieved with the theoretic-optimal agent and the
highest-achievable profit through the use of any agent by at least
35% and 41% for S1 and S2, respectively.

Further analysis of individual profits (i.e., break down to specific
users) reveals that, generally, the improvement achieved in the
average user’s profit does not result from an increase in the profit
of some at the expense of others. Meaning, that individual gain
generally improved and there is no specific group of individuals
whose gain actually worsened. Therefore, in summary, we conclude
that the adaptive agent outperforms the theoretic optimal agent as
far as user’s profit is concerned.

Agent’s Profit. Figure 5(a) depicts the average (cross-users) agent’s
cumulative profit (i.e., commissions charged) in the four treatments.
As mentioned earlier, this measure is only partially correlated with

Figure 5: (a) average agents’ profit; and (b) average auton-
omy level.

the user’s profit, since the agent charges the user regardless of
whether the investment ended up in a gain or a loss.

With both stock sets the adaptive agent managed to make a
greater profit compared to the one the theoretic-optimal agent
made, and in both cases the difference is statistically significant
(p < 0.05). We note that the theoretical maximum agent-profit, i.e.,
if the user always transfers all her accumulated funds to the agent
for investment and the agent is always picking the stock associated
with the maximum expected return, is $4.1 with S1 and $5.0 with
S2. Therefore based on the results reported in Figure 5(a) we can say
that the adaptive agent reduced the difference between the profit
the theoretic-optimal agent managed to achieve and the theoretical
achievable one by 18.6% and 78%, for S1 and S2, respectively.10 We
assume that the reason for the huge differences between S1 and
S2 lies in the differences between stocks sets. As mentioned before
the stocks in S2 offer larger potential gains and yet reflect a greater
variance in their returns. Therefore there is a greater chance to run
into a poor outcome in S2, resulting in a substantial decrease in the
agent’s autonomy level and consequently in its gain.

Overall, despite the fact that agent’s profit and user’s profit are
not fully correlated, we can see that the adaptive agent achieved
significantly better results in bothmeasures. Thus, the improvement
in user’s profit is not at the expense of the agent’s profit.

User’s Satisfaction. Figure 6 depict the average subjective user
satisfaction reportings received when experimenting with the two
agents for the two stock sets. From the graphswe observe a dramatic
improvement (statistically significant with p < 0.001) in all three
user satisfaction measures when using the adaptive agent compared
to the case of using the theoretic-optimal agent. The improvement
by itself was quite expected, as the user’s average profit using the
adaptive agent is greater than with the theoretic-optimal agent (see
Figure 4). However while the magnitude of the absolute and relative
improvements in user’s average profit is somehow moderate, the
corresponding magnitude of improvement in user satisfaction is
quite overwhelming: with S1 stocks user satisfaction doubled with
the use of the adaptive method and with S2 stocks it tripled and
even quadrupled (in the recurring use measure).

Interestingly, when using the theoretic-optimal agent the user
satisfaction reported with S1 stocks was greater than the satisfac-
tion reported with S2. This is somehow counter-intuitive, as the
average user profit obtained when using this agent in the S1 treat-
ment is smaller than the profit obtained in the S2 treatment. This

10This is once again a lower bound for the improvement obtained, as explained above.
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Figure 6: Percent of positive answers in the user satisfaction
questions for the theoretic-optimal agent and the adaptive
agent.

is yet another evidence to the claim that the expected performance
and user’s satisfaction are not perfectly correlated. With the use of
the adaptive method agent, substantially greater satisfaction was
reported in the S2 treatment compared to the reports in the S1
treatment. Meaning that the greater the risk in the stocks set (or,
in general, the greater the variance in the outcomes resulting from
different choices available to the agent) the greater the absolute
satisfaction of the user from the Adaptive method agent. Similarly,
the greater the risk in the stocks set the greater the improvement in
the user’s satisfaction due to switching from the theoretic optimal
agent to the Adaptive method agent (tripling and quadrupling user
satisfaction compared to doubling it, in our experiments).

Autonomy Level. The analysis of the autonomy level granted to
the agent aims to shed some light over the source of improvement
achieved with the adaptive agent compared to when using the
theoretic-optimal agent as reported in the former paragraphs. As
discussed in the former section, we had two measures that directly
relate to the level of autonomy granted to the agent by the user. The
first is the agent’s profit, which is a constant percentage out of the
amount of funds transferred to it for investment, and indeed with
the use of the adaptive agent this measure of autonomy increased.

The second measure is the portion of the funds transferred to
the agent for investment out of the user’s total accumulated funds
(i.e., the percentage transferred). This measure is more informative,
in the sense that it is not sensitive to differences in the amount of
funds available to the user due to the results of prior investments
made. Figure 5(b) depicts the average percentage of the funds the
user made available to the agent for investment, out of the total
she had at the time, for the four experimental treatments. As can
be seen from the figure, the adaptive agent was allowed to invest
a greater percentage of the funds available to the user, compared
to the theoretic-optimal agent, both in S1 and in S2. Both improve-
ments are statistically significant (p < 0.001). Interestingly, when
switching from S1 to S2, we observe a decrease in the portion of
the funds the user allows the agent to invest (from 54% to 41%)
when using the theoretic-optimal agent, whereas with the adaptive
agent we observe an increase (from 64% to 77%). A possible expla-
nation for this is that as the variance in outcomes increases (with
the transition to S2) the use of the theoretic-optimal agent results
in a decrease in the autonomy granted as the agent keeps invest-
ing in a stock that often yields poor returns (though its expected
return is the highest) and the user becomes reluctant to allocate

Figure 7: Mean autonomy level as a function of round num-
ber: (a) S1 and (b) S2, and the expected return of the invested
stock as a function of round number (Graph c).

funds. With the adaptive method the agent manages to overcome
the problem by starting with more conservative stocks in order to
maintain a good level of autonomy in future investments and then
gradually shifting to stocks offering a greater expected return (and
yet naturally more risky), as the effect of poor outcomes on the
level of autonomy reduces. This is also supported by the analysis
of Figure 7(c) as discussed in the analysis of the choice of the stock
to be used. Overall, this latter finding related to the reversed effect
reflected in the transition from S1 to S2 aligns well with the findings
reported as part of the user satisfaction analysis, and in particular
the reversed change in user’s satisfaction in the transition from S1
to S2 with the theoretic-optimal agent and the adaptive one.

Graphs (a) and (b) of Figure 7 depict the average autonomy level
enabled to the two agents in S1 and S2 based on the different game
rounds. The starting point of both agents (i.e., in round 1) is the
same - users allocate slightly less than 60% of their initial funds,
both in S1 and S2, as at this point there is no history that can influ-
ence the user. With the theoretic-optimal agent the level of allowed
autonomy seems to slightly decrease along rounds, possibly due
to some disappointment from poor outcomes and lack of improve-
ment in the average return over time. With the adaptive agent,
however, we actually observe an increase in the autonomy level as
the game progresses. This latter finding, which is explained better
below through the analysis of the choice of the stock used, has
a very important implication: as the number of rounds increases
the difference between levels of the autonomy awarded to the two
agents are likely to increase, favoring the adaptive agent. These
behaviors are consistent cross stock sets.

Choice of a Stock. Finally, we present Figure 7(c), which depicts
the average return of the stock picked by the adaptive agent in the
different rounds.11 From the figure we observe that the expected
return increases over time. Meaning that the agent is gradually
switching to more risky, and yet of greater expected return, stocks.
The graph captures the essence of the evolution in the choices made
by the adaptive agent and together with the analysis given above
unfolds the reasons for its success - by considering the effect of
different outcomes over the level of autonomy to be awarded in
subsequent investment rounds, the agent manages to establish a
high level of autonomy, which in turn enables it to gradually shift
to better paying stocks, this time however without compromising
its future autonomy in case of a poor outcome.

11The average return with the theoretic-optimal agent is fixed along rounds, as the
same stock is picked over and over again.
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7 RELATEDWORK
Autonomous agents acting on behalf of a user can be found in
various domains (e.g., trading in Energy Markets [25], automated
planning and scheduling [43]) and forms (e.g., multi-purpose assis-
tants [27], decision support systems [32] and various others [4, 11]).
Common to most designs of such agents, that the agent is fully au-
tonomous, hence follows an optimal strategy in order to maximize
some pre-defined measure of performance. Unlike with this very
long line of work, in our case, the agent’s autonomy is inherently
constrained by the user, and the extent of the constraints placed
are continuously influenced by its actions and their outcomes. This
difference is critical, as human users typically do not adhere to
rigid models of rationality and are easily influenced by various
external factors and biased towards certain conclusions [23, 42].
This has been used in various designs of different user interfaces
[2, 12, 19, 20]. Using the theoretical-optimal strategy in our case
thus can (and does, according to the results presented in the former
section) result in inferior overall performance.

The use of sub-optimal strategies in the design of collaborative
agents can be found in recent prior literature dealing with advising
agents [3, 13, 28]. Here, however, the choice of the sub-optimal
advice is the result of the non-intuitiveness of the optimal advice.
In our case the reason for not using the theoretical-optimal action
is the influence over the future level of autonomy enabled to the
agent. Therefore, the considerations made have nothing to do with
the nature (or intuitiveness) of the actions taken but rather the
potential outcomes of different actions. Another work [9] shows
that imperfect advisors may benefit in greater user’s trust and better
performance, yet our research focus on an autonomous agents that
chooses between several options rather than giving binary device.

Much research has been focused on the question of when to
transfer decision-making control from the agent to the user [39],
typically in the context of "adjustable autonomy". For example, in
cases where the agent is unable to preform the task with complete
autonomy [47], when the sensibility and importance of the task
make human intervention crucial [15, 44] or when the agent can
benefit from having the user guide the enumeration of subspaces of
the full problem space (e.g., in planning and scheduling) whenever
full enumeration is impractical [1]. The main difference between
this line of work to ours is that in adjustable autonomy, when in
control, the agents will try to act optimally in terms of expected
outcomes while our design picks "suboptimal" actions, taking into
account the tradeoff between future constraints to be imposed on its
actions and the possible outcomes (performance-wise) of different
actions.

In a way, the reliance of the adaptive design on the influence
different actions will have over future autonomy constraints can be
seen as an implicit modeling of some notion of user trust or user
satisfaction. Modeling different aspects of user’s trust in agents,
and computer systems in general, is a widely studied topic due to its
importance to the design of computer software [16, 35, 38, 45]. Still,
these works concern primarily methods modeling and enhancing
trust and to the best of our knowledge none of these deal with
managing the tradeoff between trust (or the influence over the
agent’s future autonomy level) and the optimality of the strategy

used by the agent in repeated settings where the agent’s autonomy
level is continuously constrained by the user.

8 DISCUSSION, CONCLUSIONS AND FUTURE
WORK

The encouraging results reported in the former section suggest that
indeed the adaptive method is a highly effective alternative to the
use of the optimal strategy for agents that preform repeated tasks
on behalf of the user—not only did the user’s expected profit in our
experiments increase but also statistically significant improvement
was obtained in user satisfaction and agent’s profit. Furthermore,
the learning part, which is the only additional overhead induced
by the new design, required a moderate number of observations in
order to converge. Overall, the results show that the adaptive agent
manages to steadily progress both in terms of the autonomy users
awarded it and the quality of the choices made. The adaptive design
is thus an important contribution to this fast-growing research field
and ought to be considered whenever designing agents aiming to
act on behalf of the user.

Naturally, an agent that has the privilege to learn is likely to ben-
efit from this edge. Still, in our case the agent’s learning is limited to
the level of autonomy it is likely to be granted. This by itself is not
enough to warrant good performance since, as discussed in Section
3, giving substantial weight to the level of autonomy obtained is
likely to result in lack of progress as far as actual performance is
concerned as a rather mediocre choice will be made over and over
again. Meaning that autonomy can be maximized simply by contin-
uously picking the safest stock (one that is least likely to lose), alas,
this will result in poor average performance, making the learning
detrimental. We note that in preliminary experiments carried out
while working on this research we have used such strategy and
the results reflected the exact phenomenon described above. There-
fore learning by itself does not contribute much to performance
(and hence no a priori advantage can be attributed to this aspect
with respect to the performance achieved by the adaptive agent).
Instead, it is the continuous gradual progress along the autonomy
and performance dimensions that accounts for the improvement
achieved with the adaptive method.

We emphasize that the performance achieved by the adaptive
agent in our experiments is a lower bound to the performance
one may achieve with the adaptive method, as we were using an
arbitrary tradeoff between predicted autonomy level and the value
encapsulated in the action taken, as our goal was to provide a
proof of concept. The development of methods for determining the
proper tradeoff between the two as a function of the domain the
agent is operating it, can be highly beneficial and we hope will be
addressed in future work. The method description given in Section
3 provides some general guidelines, pointing to how the change in
weight is likely to affect performance. Some ideas we believe to be
promising in that context are the use of decaying weight for the
autonomy granted and bi-threshold-based approaches, though the
effectiveness of these require extensive experimentation to evaluate.
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