When Less is More: Reducing Agent Noise with Probabilistically Learning Agents
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ABSTRACT
Distributed agents concurrently learning to coordinate in a multiagent system can suffer from considerable amounts of agent noise. This is the noise that arises from the non-stationarity of the learning environment for each individual agent since other agents in the system are also constantly updating their policies, thereby continually shifting the goal posts for successful coordination. In this work, we propose a method to reduce agent noise by allowing individual agents to probabilistically determine whether or not to undergo policy updates. We show that using this method to adapt the number of actively learning agents over time provides improvements in convergence speed of the team as a whole without affecting the final converged learning performance.
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1 MOTIVATION & BACKGROUND
Distributed multiagent learning is a powerful method by which a team of cooperative agents search for optimal joint strategies for achieving a global objective such as package delivery, space exploration, and rescue missions. One basic assumption made in most learning algorithms is that the environment is stationary. Repeated interactions between the agent and the environment result in a reward signal that may be stochastic, but is centered about a mean that does not change over time. However, this premise is violated with the introduction of multiple learning agents, since the behavior of every agent changes over time as they learn, resulting in a complex web of interactions amongst the agents. The perturbations in the system caused by other agents concurrently learning results in a significant amount of noise in the global reward signal, thus the term agent noise.

Structural Credit Assignment. Methods designed to address the structural credit assignment problem (how much each agent contributed to the outcome) reduce intra-epoch noise in the reward signal by filtering out the credit/blame for other agents’ behavior. Potential-based reward shaping [8] addresses this issue with an additional reward to the global reward which is provided to encourage certain behaviors and decrease convergence time. The difference reward is another example of a shaped reward [1], where agents compute the difference between the global reward and the hypothetical global reward that would have been received had the agent executed a counterfactual state-action.

Another approach that indirectly reduces intra-epoch agent noise is to model other agents’ states and actions. The concept of fictitious play has been investigated as a technique for learning coordination [4, 7, 9]. Ad hoc teaming involves the transfer of policies for coordinating ad hoc teams formed online [2]. However, both of these methods rely on strong assumptions about other agents in the system to model their behavior. In our work, we aim to address agent noise without explicit models of other agents.

Inter-Epoch Agent Noise. The problem of inter-epoch agent noise in multiagent learning arises from the fact that individual agents are concurrently updating their executed control policies, thereby producing a learning environment in which the transition functions change over time.

Coordinated Learning without Exploratory Action Noise (CLEAN) rewards by HolmesParker et al. [6] address this issue by allowing agents to take “private” exploratory actions that are compared against the “public” on-policy action it takes as it appears to other agents. This allows agents to explore without disturbing other agents’ learning. The “Win or Learn Fast” or WoLF principle is another approach addressing inter-epoch noise [3]. WoLF increases the learning rate of losing agents and decreases the learning rate of winning agents. In our work, we probabilistically increase the number of agents updating their policies over the course of learning in a cooperative domain to directly address inter-epoch noise.

The contribution of this paper is a direct method for mitigating agent noise by limiting the number of agents learning at a given time. Intuitively, because every learning agent contributes agent noise to the reward of every other agent, reducing the number of agents modifying their policies reduces the total amount of agent noise. By reducing agent noise, each agent receives a cleaner reward signal, allowing overall improvements in the learning performance of the team as a whole.

We test our algorithm on a multi-night variant of the El Farol Bar Problem [5] and show that our learning algorithm results in faster convergence while reaching similar converged performance compared to the case with all agents concurrently learning.
We employ a probabilistic framework to determine when an agent with a learning rate of \( \alpha \) where \( G \) is a parameter damping the rate at which the probability of learning increases.

\[ P_{\text{learn}} = 1 - \exp \left( -\frac{\tau}{|D|} \right), \]

where \( D \) is the difference reward (Equation 3) and \( \tau \) is a parameter that regulates the rate at which the probability of learning increases. In this case, we use \( \frac{1}{|D|} \) as a metric for the impact an agent has on the system. When an agent gets a large difference reward, it is more likely to have reached a good policy and should therefore have a lower chance of learning to allow poorer performing agents to learn with less noise.

2 ADAPTING WHEN TO LEARN

We employ a probabilistic framework to determine when an agent should learn. The probability that an agent learns is given by:

\[ P_{\text{learn}} = 1 - \exp \left( -\frac{\tau}{|D|} \right), \]

where \( D \) is the difference reward (Equation 3) and \( \tau \) is a parameter.

In the multi-night bar problem, there is a bar that is open \( n \) nights. Each night has an optimal capacity \( c \) such that maximum enjoyment is received if \( c \) agents attend that night. Each agent must choose to attend a night without any consultation with other agents.

Once each agent has chosen a night, the reward for each week is:

\[ G = \sum_{n} c \times \exp \left( -\frac{(a_n - c)^2}{\gamma} \right) \]

where \( G \) is the global reward, \( c \) is the capacity, and \( a_n \) is the number of agents that chose to attend night \( n \). \( \gamma \) is a parameter damping the reward, set to 10 for this experiment.

We consider the 10 night bar problem with 100 agents. Each night has an optimum capacity of 10. Each agent learns via Q-Learning with a learning rate of \( \alpha = 0.1 \). Results are based on 100 runs.

3 DOMAIN

The Multi-Night Bar Problem is an extension of the El Farol Bar Problem [5]. We use this problem not as a congestion problem but as a learning problem to evaluate speed of learning convergence. In the multi-night bar problem, there is a bar that is open \( k \) nights. Each night has an optimal capacity \( c \) such that maximum enjoyment is received if \( c \) agents attend that night. Each agent must choose to attend a night without any consultation with other agents.

Once each agent has chosen a night, the reward for each week is:

\[ G = \sum_{n} c \times \exp \left( -\frac{(a_n - c)^2}{\gamma} \right) \]

where \( G \) is the global reward, \( c \) is the capacity, and \( a_n \) is the number of agents that chose to attend night \( n \). \( \gamma \) is a parameter damping the reward, set to 10 for this experiment.

We consider the 10 night bar problem with 100 agents. Each night has an optimum capacity of 10. Each agent learns via Q-Learning with a learning rate of \( \alpha = 0.1 \). Results are based on 100 runs.

4 RESULTS

We instantiate a Q-learner for each agent and provide the difference reward \( D_i \) as the reward signal, which is defined as:

\[ D_i = G - G_{i-1} = c \times e^{-\frac{(a_n - c)^2}{\gamma}} - c \times e^{-\frac{(a_{n-1} - c)^2}{\gamma}} \]

where \( G_{i-1} \) is the global reward were agent \( i \) not present.

5 DISCUSSION

In this work, we showed that reducing the number of agents that are concurrently learning can be beneficial for reducing agent noise. We proposed a probabilistic framework for choosing impactful agents to learn. We applied our framework to the multi-night bar problem and demonstrated a speedup in the learning transience.

Future work would involve exploring more salient versions of impact. For this work, we chose to use a very simple metric, \( \frac{1}{|D|} \), to evaluate the impact of an agent, which results in a learning similar to WoLF with poorer performing agents increasing its probability learning. The performance of our formulation can be improved with more informative measures of impact. Additionally, more complex, heterogeneous domains may be better suited for impact-based learning.
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