Towards a Robust Interactive and Learning Social Robot

ABSTRACT
Pepper is a humanoid robot, specifically designed for social interaction, that has been deployed in a variety of public environments. A programmable version of Pepper is also available, enabling our focused research on perception and behavior robustness and capabilities of an interactive social robot. We address Pepper perception by integrating state-of-the-art vision and speech recognition systems and experimentally analyzing their effectiveness. As we recognize limitations of the individual perceptual modalities, we introduce a multi-modality approach to increase the robustness of human social interaction with the robot. We combine vision, gesture, speech, and input from an onboard tablet, a remote mobile phone, and external microphones. Our approach includes the proactive seeking of input from a different modality, adding robustness to the failures of the separate components. We also introduce a learning algorithm to improve communication capabilities over time, updating speech recognition through social interactions. Finally, we realize the rich robot body-sensory data and introduce both a nearest-neighbor and a deep learning approach to enable Pepper to classify and speak up a variety of its own body motions. We view the contributions of our work to be relevant both to Pepper specifically and to other general social robots.
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1 INTRODUCTION
The development of service robots that can aid humans is an active area of study [2, 6, 15, 27, 28, 30]. As these robots are increasingly deployed in real world situations [8, 17, 24], it is critical that the robots can robustly interact with the people they encounter.

In this work, we focus on the social interaction capabilities of service robots. We leverage the Pepper robot platform (Figure 1a), a service robot developed by SoftBank/Aldebaran Robotics and designed for social interaction [31]. SoftBank Robotics provides default perception and interaction capabilities through its proprietary NAoTi framework. We extend those capabilities to facilitate more flexible and robust human-robot interaction. The techniques we use to extend Pepper’s capabilities could be applied to any robot.

To strengthen Pepper’s perception capabilities, we extend the inbuilt software with state-of-the-art external perception libraries. For vision, we use the OpenPose human pose detection package and the You Only Look Once (YOLO) and Faster R-CNN object recognition packages [3, 19, 21]. For speech, we combine NAoTi’s speech
recognition with the Google Cloud Speech platform to improve accuracy and allow for general speech input [18, 23].

We empirically evaluate these systems on Pepper and characterize their strengths and weaknesses. We analyze the performance of YOLO and Faster R-CNN networks on objects that do and do not map intuitively to categories in the COCO label set, to simulate real-world scenarios where the robot is asked to identify classes of objects on which it has not been trained. We propose a learning algorithm where Pepper associates novel objects with the combination of class labels they most resemble.

For the speech modality, we compare cloud-based recognition with the inbuilt speech software. Google Cloud Speech is capable of more general speech recognition, but requires a stable internet connection and incurs additional processing time. We combine the cloud-based and inbuilt speech systems and use results from the latter when cloud-based speech is unreliable or slow to process. We train a semantic parser to map recognitions to robot commands, and use parsed recognitions from Google Speech to improve the inbuilt speech recognition over time.

Even with these improvements, we recognize that individual perceptual modalities have limitations. To improve the robustness of human-robot interaction, we add additional input modalities in the form of an interface on the onboard tablet, a phone application, and external microphones. Pepper monitors input reliability to estimate the likelihood of error of the input from that modality and proactively seeks input from different modalities if one modality appears to be of low quality. In this manner, we improve the robustness of the overall social interaction.

For successful interaction, Pepper should not only sense and understand human input, but also be able to verbalize its own experience. In a step towards this goal, Pepper learns to classify motions it is undertaking in order to articulate them to the user.

2 RELATED WORK

We identify four primary research directions relevant to our approach: the study of social service robots, the improvement and analysis of the effectiveness of individual input modalities, the improvement of robustness through the combination of inputs across modalities, and the classification and verbalization of robot actions. A significant number of research groups and firms have worked on developing autonomous service robots, leading to robot platforms such as the CoBots [30], the PR2 [2], and many others. RoboCup@Home is a competition that focuses exclusively on autonomous service robots and features robot platforms from many different participating universities [6, 15, 27, 28]. Starting in 2017, RoboCup@Home operates a league exclusively for the Pepper robot, focusing on social interaction [22].

With regard to individual modalities, large bodies of work from computer vision and speech recognition focus on the development of increasingly accurate pose detection, object detection and speech recognition algorithms. We view our contribution as being the integration of these state-of-the-art algorithms into a robotic setting, evaluating their performance in that setting, and improving the robustness of the algorithms to the unique set of challenges generated by running those algorithms on a robot operating in the wild.

At the 2017 RoboCup@Home competition, the University of Amsterdam team (UvA@Home) used Google Cloud Speech for speech recognition on Pepper [6]. As they note, one disadvantage of the Google platform is that it is not possible to constrain the search space of possible utterances. We overcome this limitation by ensembling the cloud-based speech with the constrained inbuilt speech software and by using results from cloud-based speech to inform the appropriate constraints.

Previous work has investigated using alternate inputs to control robots. Stückler et al. describe an application for a handheld device that can extensively control a service robot [27]. Our work with Pepper is distinct in that Pepper has a built-in tablet, naturally allowing for screen-based user interaction.

A variety of works provide evidence that combining input from different modalities can improve the quality of input processing. Pinto et al. combine vision stimuli together with tactile and manipulation stimuli in a deep learning framework to improve a robot’s object classification capability [16]. A previous RoboCup inspired work combined audio and visual input to localize objects on the Aibo robot platform [4].

Oviatt describes how users will naturally switch to a different input modality when they encounter interpretation errors with their initial modality [12]. We build upon this work by having the robot monitor input methods and actively suggest an alternative input method when the robot perceives the user’s attempted input method to be unreliable. Our approach thus shifts some of the burden of monitoring communication reliability away from the human agent.

Finally, there has been work on the verbalization of robot experience [13, 25] and classification of robot actions [29] in various domains. We draw from both literatures in that we classify the robot’s own kinematic movement to better communicate its actions.

3 VISION

As a social robot, Pepper will be faced with a variety of interactions in diverse environments. Processing and analyzing visual inputs to understand these environments is critical for its successful operation. We leverage state-of-the-art human pose and object detectors in order to provide Pepper with more and better information about its environment, resulting in a broader range of visual stimuli to which Pepper can respond.

3.1 Human Recognition

The inbuilt NAOqi operating system by Aldebaran provides access to algorithms for a variety of human-related vision tasks, such as human detection and tracking, face recognition, and gaze detection. However, some tasks require more detail than the inbuilt algorithms provide (for example, detecting whether a person is speaking or in what direction they are pointing). We incorporate the OpenPose real-time pose detection library, which provides the pixel locations of select body keypoints for each person in an image [3].

Our architecture consists of a master ROS node on Pepper and two ROS nodes on an external server. One external node processes images from Pepper’s front camera through OpenPose’s vision pipeline and publishes a list of humans and body keypoints. The other external ROS node examines the body points from each person.
3.2 Object Recognition

As a social service robot, Pepper should be able to effectively respond to commands that require identifying objects, such as "find me a mug." In order to do so, Pepper needs to be able to recognize generic classes of objects like "mug."

Pepper comes with a keypoint-based object detection algorithm. However, deficiencies of keypoint-based object detection algorithms motivate us to integrate additional algorithms. Most importantly, keypoint algorithms recognize particular instances of objects (e.g., this mug) rather than general classes of objects (e.g., a mug) [23].

Neural networks, on the other hand, are trained to detect generic classes of objects. We analyze the performance of You Only Look Once (YOLO) and Faster R-CNN on Pepper [1, 19, 21].

In a real-world service environment, Pepper will need to interact with arbitrary classes of objects. We are interested, therefore, in investigating the response of the neural networks to novel objects. We analyze how neural nets that have been trained on the COCO images but found that the model did not do as good a job differentiating our particular everyday objects and returned less confident results.

We also ran the pre-trained YOLO9000 [20] model with 9,000 image classes on our images but found that that model did not do as good a job differentiating our particular different everyday objects and returned less confident results.

<table>
<thead>
<tr>
<th>Table 1: A summary of class scores for Faster R-CNN and confidence levels for YOLO across 50 images.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faster R-CNN</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Mug</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Can</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Tennis ball</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Block</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Golf ball</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Red ball</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Marker</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

To empirically measure whether the networks are effective in distinguishing a variety of arbitrary, everyday objects, we have Pepper take images of seven objects in 50 different configurations (examples in Figure 3), and we hand-label the center point of each object in each image. Table 1 presents the first, second, and third quartiles of the confidence scores for the four classes with the highest median confidence for each object. ²

We first consider the objects which intuitively belong to a COCO class (i.e., mug: “cup,” tennis ball: “sports ball,” golf ball: “sports ball”). For those objects, we find that the median assigned confidence is highest for the matching class labels, for both YOLO and Faster R-CNN.

We next consider objects like can, red ball, and marker which do not have an intuitive label in the COCO set. We find that Pepper nevertheless consistently assigns certain classes to those objects regardless of orientation. We call those classes “proxy classes.” We define a proxy class for an object to be a class label that is consistently triggered more strongly by that object than by other objects in the environment. For example, Table 1 shows that the “toothbrush” class (the second most strongly triggered class by markers) is a proxy class for markers. Pepper is able to identify markers as the only objects in our images that “look like” toothbrushes. Of course, if the environment also contains an actual toothbrush, or some other object that “looks like” a toothbrush, then the “toothbrush” class would not be sufficient to distinguish markers from that other object.

In cases where a single proxy class is not sufficient, combinations of classes can be used to differentiate objects. We propose an algorithm in which the robot searches for objects that “look like” a specific combination of target classes. For example, Figure 4 displays a demonstration in which Pepper is shown a can and learns that the neural networks classify the “can” object as a combination of “bottle” and “cup” classes. It then searches for objects that look like both a “bottle” and a “cup” and is thereby able to identify cans and also to distinguish them from bottles and cups. We also note the robustness of these proxy labels across different object instances in this demonstration.

We propose that by combining information across classes in this manner, any of our everyday objects can be differentiated from the others. We believe that algorithms of this type will be useful in the (what we believe is inevitable) social scenario where a robot is asked to interact with a novel generic object class that it has not previously been trained on.

4 SPEECH

As speech recognition algorithms have improved, speech has become an increasingly important modality for human-robot interaction. We have conducted experiments to identify the strengths and weaknesses of Pepper’s inbuilt speech recognition and augmented the existing software with cloud-based speech recognition to improve the accuracy and robustness of Pepper’s speech interaction. Furthermore, we have developed the capability for Pepper to learn to better recognize speech as it experiences social interactions.

4.1 Experiments

We conducted a number of experiments to measure speech recognition accuracy. To ensure that our experiments are reproducible and valid comparisons across services, we used a studio microphone to record test sentences and then replayed these sentences through a high fidelity speaker located at the height of a human mouth, facing Pepper.

The sentences are in the domain of plausible robot commands and queries. Examples of sentences in the test corpus are “Bring me a cup” and “What were you doing Tuesday evening at 5 p.m.?”. The accuracy metric used throughout these experiments is the proportion of sentences recognized with zero errors.

Recognition accuracy does not give the entire picture. The speech algorithms also return a confidence level for their results. Therefore,
we also show the median, 1st and 3rd quartiles of the distribution of confidence levels conditional on correct and incorrect recognitions.

### 4.2 Inbuilt Speech Recognition

Pepper comes built-in with the speech recognition software Nuance Vocon, a compact speech solution for embedded systems, which is accessed through NAQQi.

The user inputs a vocabulary of phrases to be recognized. Whenever the software recognizes audio that matches a phrase in the vocabulary, it returns that phrase along with a confidence level. Only exact matches to phrases are recognized.

#### 4.2.1 Base Accuracy. Table 2 displays the recognition accuracy of the inbuilt speech software for our baseline vocabulary and a tiny vocabulary consisting only of the sample sentences. Recognition accuracy is considerably lower for the larger grammar, as the software faces a less constrained problem and has more opportunities to make errors. A common error is leaving out part of the utterance ("get the cup" rather than "get the cup from the kitchen," or "grab the jar" rather than "grab the yellow jar").

The distributions of confidence levels for correct and incorrect recognitions overlap considerably, though confidence does have some predictive power: the third quartile for incorrect recognitions is approximately equal to the first quartile for correct recognitions. We face a trade-off between acting on incorrect recognitions and throwing away valid recognitions.

#### 4.2.2 False Positives. When users say something that is not in the vocabulary, the inbuilt speech recognition software sometimes still erroneously matches it to a phrase in the vocabulary. Such false positive recognitions are in principle not a problem, as long as associated confidence levels are sufficiently low to distinguish false positives from accurate recognitions.

Table 3 shows the confidence levels for false positive recognitions by similarity to the vocabulary. For sentences with at least two words different from any sentence in the vocabulary, confidence levels of false positives lie well below those of accurate recognitions and can be easily separated. For sentences only a single word different there is considerable overlap between distributions.

#### 4.2.3 General Speech. The inbuilt software’s inability to recognize phrases that are out of vocabulary and its sensitivity to false positives present a serious challenge. As a social robot, Pepper will likely be exposed to a variety of social interactions, and commands or queries can be expressed in a large number of ways.

One possible method to reduce false positives and improve the capacity of the robot to understand a variety of speech is to create a very large vocabulary. Other than increasing errors between known sentences, this also creates problems with loading the vocabulary. Every time a user launches a recognition script, the vocabulary has to be reloaded, and this process is quite time consuming: our vocabulary for the "retrieve object" class of robot commands contains approximately 10^6 sentences and takes slightly under two hours to load. General purpose grammars could be much larger than that, and loading time is approximately linear in vocabulary size, so simply extending the vocabulary is not a viable solution.

Furthermore, we would like Pepper to learn about its environment and how humans prefer to interact with it, and for that we need Pepper to be able to recognize previously unanticipated speech.

### 4.3 Cloud-based Speech Recognition

Google Cloud Speech is a cloud-based streaming speech recognition software platform [7]. Users connect to the service and send streaming audio, and the service returns transcription results in real-time, along with a confidence level. Unlike the inbuilt service, users do not specify the speech they expect to receive. Google’s speech algorithm consists of a deep neural network that has been trained on a large amount and variety of speech from Google users, and is able to recognize general speech [18].

To improve accuracy and help recognize speech from any angle, we separately stream audio from each of Pepper’s four differently positioned microphones to Google, and use the recognition result with the highest confidence.

#### 4.3.1 Comparison. Table 4 displays a comparison of accuracy between the cloud-based speech and inbuilt recognition. The cloud-based speech recognition achieves slightly higher accuracy with less overlap between confidence levels of correct and incorrect recognitions.

The cloud-based speech recognition service allows for more general speech and appears to perform somewhat better, but it also requires an active internet connection with sufficient speed for streaming audio, which may not always be available. Moreover, cloud-based speech recognition incurs additional processing time, though with a fast internet connection we have found this latency to be <1s.

---

### Table 2: Accuracy measurements of inbuilt speech recognition

<table>
<thead>
<tr>
<th>Vocabulary size</th>
<th>Recognition accuracy</th>
<th>Median (1Q, 3Q) confidence (correct)</th>
<th>Median (1Q, 3Q) confidence (incorrect)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.69</td>
<td>0.66 (0.62, 0.69)</td>
<td>0.57 (0.52, 0.61)</td>
</tr>
<tr>
<td>Small</td>
<td>0.93</td>
<td>0.64 (0.58, 0.68)</td>
<td>0.38 (0.37, 0.41)</td>
</tr>
</tbody>
</table>

### Table 3: False positive rates of inbuilt recognition by similarity of test sentence to closest sentence in vocabulary.

<table>
<thead>
<tr>
<th>Difference from grammar</th>
<th>Median (1Q, 3Q) confidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 word difference</td>
<td>0.58 (0.53, 0.63)</td>
</tr>
<tr>
<td>2 word difference</td>
<td>0.43 (0.35, 0.49)</td>
</tr>
<tr>
<td>No similarity</td>
<td>0.33 (0.30, 0.36)</td>
</tr>
</tbody>
</table>
4.4 Dual Approach

The different voice recognition systems use very different approaches. As a result, their recognition errors are not strongly correlated, which implies that we might gain additional accuracy by ensembling them.

We run the inbuilt and cloud speech speech software simultaneously and use a separate processing module that combines the recognitions. Using experimental data from the previous sections, we estimate accuracy functions \( P_{\text{inbuilt}} \) (confidence) and \( P_{\text{cloud}} \) (confidence). For each utterance, we return the recognition result from the service with the highest implied accuracy.

Table 4 shows that the combined approach yields a significant gain in accuracy relative to both the cloud-based and inbuilt speech recognition software individually.

4.5 Parsing

After an utterance has been transcribed to text, the next step is to match that text to a robot command. Our general approach is to use a frame semantic parser. Each recognized sentence is broken down into constituent parts, which are labeled. Then, we attempt to match the labeled sentence to one of a number of semantic frames that correspond to different robot commands.

We train a conditional random field to label sentences [10, 14]. Initially, we create a training vocabulary of the type of sentences we expect. Rather than enter sentences individually, we generate sentences from a context-free grammar (CFG) [26]. A CFG consists of a set of terminals and a set of production rules to turn those terminals into sentences. We train the conditional random field on a large number of generated sentences, after which the conditional random field is able to generalize to parsing related sentences. For example, the parser is able to learn that the sentence “get me the banana from the fridge” matches the frame “retrieve object” and that “banana” and “fridge” are the object and location of the object, even if it has never seen the object or the location before.

4.6 Learning Vocabulary

We use the information from cloud-based recognition to improve the inbuilt speech recognition over time by learning new phrases that Pepper encounters. Whenever Pepper hears a sentence containing terminals with which it is not familiar, we add those terminals to the database to be added to the grammar for the next session, in addition to the raw sentence.

For example, if Pepper hears “get me the banana from the fridge”, “banana” would be added to the list of objects and “fridge” to the list of locations for the “retrieve object” frame. In this way, Pepper can learn to understand many new sentences from few interactions.

Because vocabulary size is constrained by loading time and large-grammar recognition performance, we keep track of the frequency with which Pepper encounters sentences and terminals. Then, before each session, the most probable sentences corresponding for the semantic frames for interactions we expect to encounter during the session are loaded into the vocabulary.

Storing all the recognized sentences also allows us to improve the parser over time, as we manually annotate sentences that the parser was not able to successfully match to a robot command.

5 MULTI-MODALITY

In previous sections we described Pepper’s existing vision and speech functionality, and outlined a number of improvements to the capability and robustness of those systems. Even with the improvements, there will always be occasions where those input methods fail, or are inappropriate. It is important for Pepper to be robust to those situations and still be able to interact with users, if in a more limited way. For that reason, we have developed a number of alternate input methods. In addition, we also continually monitor the quality of the various input methods. When one input method is unreliable, Pepper actively requests input through a different modality from the user.

5.1 Alternate inputs

5.1.1 Tablet. Pepper has a built-in android tablet on its chest that can accept touch inputs from users (Figure 5b). When speech or vision inputs are unavailable or unreliable, Pepper actively instructs users to input their commands through the touch screen, either by typing instructions or pressing a button. While somewhat more inconvenient than speech, the availability of this input method improves the robustness of overall communication.

5.1.2 Mobile Application. Many individuals now carry smartphones with internet capabilities. To make use of this, we developed an android mobile application that allows a user to remotely control Pepper via an interactive and intuitive interface.

Users can give Pepper commands by selecting from a menu, typing the command, or through speech, connected to the Google Android cloud-based recognition platform. The user can also access what Pepper can see (Figure 5a). We communicate between modules...
that carry out tasks through ROS, so users can request any task the robot is capable of executing.

5.1.3 External Microphones. When operating in a controlled environment, we do not have to rely solely on the robot hardware. For example, a popular use for Pepper is as a greeter in stores. In such an environment, it is possible to deploy stationary microphones. We use conference room microphones to augment Pepper’s on-board microphones in a similar fashion to Amazon Alexa, actively listening for sentences that start with “Pepper” or another command word. We find that combining the inbuilt speech, cloud-based speech, and external microphones improves recognition accuracy. In addition, this method allows users to control the robot when they are far away from the robot but close to one of the external microphones.

5.2 Failure-Tolerant Modality Selection
We have introduced a number of alternate modalities. If one modality fails, Pepper can still successfully interact through the remaining modalities. We continually keep track of the current reliability of input methods and request alternate input from the user as appropriate.

5.2.1 Speech. For speech, we monitor the audio stream quality to determine whether cloud-based speech recognition is likely to be reliable. If it is not reliable, speech recognition will be limited to phrases in the vocabulary. When a user attempts an interaction that is unlikely to succeed given the vocabulary, Pepper directs that user to use the tablet instead.

Another sign of poor quality speech recognition is when consecutive speech recognition results either exhibit low confidence or result in a parse that cannot be grounded. In this case Pepper can either direct the user to use the tablet, or to use vision to ground a command instead. Figure 6 demonstrates Pepper’s response in a scenario where it is asked to count a particular kind of object, but Pepper has either not heard the object correctly or does not yet know its name. Pepper instead asks the user to show it an example of the object visually, after which it successfully completes the task.

5.2.2 Vision. For vision, we monitor the confidence levels of detected objects and human pose keypoints. If the robot is currently executing a task that requires knowledge of a person’s arms, but the arms are being blocked by an obstacle, outside the field of view or given low confidence levels, the robot will actively prompt the human to step back within view, or request instructions through speech instead.

Another way that speech can help recover vision from failure is when the user asks Pepper to find or retrieve an object, but it does not detect the object with sufficient confidence. In that case, Pepper requests additional information from the user to aid in locating the object, such as the size or color (“the cup is small and red”), or its location relative to an object that is easier to identify (“it’s on the table next to the bottle of water”).

6 RECOGNIZING ACTIVITY PATTERNS
For effective human-robot interaction it is crucial that the robot is capable of communicating its current state. In addition, a user may want to learn what activities an autonomous robot previously performed while it was acting without supervision. To enable this, it is necessary for the robot to have a memory and possess rudimentary awareness of its actions. We present a general, online approach for recognizing and categorizing activity solely based on joint angles. For classification, we applied and evaluated Long Short Term Memory (LSTM) [9] deep neural network and nearest neighbor based approaches. We trained these algorithms to recognize various motions that were executed by Pepper in the robotics simulator Gazebo.

6.1 Learning Motion Patterns
First we define a motion sequence for a given robot with $n$ measurable joint angles during a time frame $[t_i, t_{i+k}]$ for $i, k \in \mathbb{N}$ as $T_A(t_i, t_{i+k}) = \{M_i, M_{i+1}, \ldots, M_{i+k}\}$ where $M_j = (x_{1,j}, \ldots, x_{n,j})$ and $x_{h,j}$ is the value of a specific joint for $h \in 1, \ldots, n$ at time $j \in [t_i, t_k]$. Therefore, we deal with classifying a time series with values in $\mathbb{R}^n$.

6.1.1 Similarity Between Motions. Our nearest neighbor based approach builds on previous work on behavior recognition in robot soccer [5]. As a similarity metric between motion sequences we use the Hausdorff metric in combination with the Euclidean distance $d$. Given two motion sequences $T_1$ and $T_2$ the Hausdorff distance is defined as:

$$H(T_1, T_2) = \max_{p \in T_1} \min_{q \in T_2} d(p, q), \max_{p \in T_2} \min_{q \in T_1} d(p, q) \tag{1}$$

We reduce the computational cost for classifying a motion sequence $T$ with $m$ measurements to $O(|C| + \max_{c \in C} |c| + m)$ by determining the centroid $c \in C$ for each class, averaging over a set of labeled training sequences. Using the Hausdorff distance allows
6.1.2 Motion Sequence Classification with LSTM. The correct classification for a sequence of motions can depend on the entire sequence (for example, moving from one location to another might be classified differently depending on whether or not the robot picked up an object beforehand). LSTM networks allow for information to persist through an entire observation sequence and can model this long-range dependency. The hidden state output of the LSTM after each observation input from a training sequence captures the underlying property that induced the sequence of actions. A relu layer and a softmax layer transform the hidden state into a probability distribution over all possible classes of actions.

6.1.3 Online Classification. We apply our algorithms iteratively on the observation in order to recognize partial motion sequences. Let $t$ be the current time, $T_p = \{M_1, ..., M_f\}$ be the partial motion sequence that has been recorded since time $t_1$ and let $t_k$ be the end of the motion so that $t_1 \leq t \leq t_k$.

In our nearest-neighbor-based approach we want to find the centroid $c \in C$ that is most similar to $T_p$. To compare with the partial motion sequence we limit the duration of $c$ to that of $T_p$ (in the case $|T_p| > |c|$) and calculate $H(T_p, c_p)$ where $c_p = \{M'_1, ..., M'_n\}$.

In the LSTM approach, the LSTM can take in partial sequences with first $n$ measurements and the missing $70 - n$ measurements filled in as zero vectors. By doing so, each training sequences of length 70 was transformed into 70 samples for the training process.

6.2 Collecting data

The robot has 20 degrees of freedom (DOF) (shown in Figure 1b). It has an omnidirectional base with 3 DOF, a body with 3 DOF, two humanoid arms with 5 DOF, two hands with 1 DOF, and a head with 2 DOF. We receive ROS messages with measurements of the 20 joint angles of Pepper at up to 50 hz and store this data in a lightweight database using SQLite.

6.3 Experimental Results

We first evaluated our models on 5 arm-based motions (shown in Figure 7, along with the initial starting position) and later expanded to a set of 20 arm-based motions. By using the robotics simulator Gazebo in combination with the control software MoveIt! we collected 50 samples for each motion. We used 700 samples for training and 300 for the test set. Each sample describes a 7-second-long motion sequence of Pepper with 10 measurements per second.

The data is arranged into a 3-dimensional tensor as an input to the LSTM. The first dimension is the number of sequences, the second dimension is the length of each sequence, and the third dimension is the number of features recorded at each time step. We used a batch size of 10.

We want to study the accuracy of our classification algorithms using the first $l$ measurements from the beginning of the motion, for $0 < l \leq 70$, to see how much data is necessary to determine the class of actions (Figure 8). The nearest neighbor based approach is capable of recognizing most activities after a few measurements. The mixed length LSTM achieves similar prediction accuracy after around 10 readings. A few of our motions are identical until around the 40th measurement are classified correctly by the nearest neighbour algorithm soon after. The LSTM needs a few measurements more until to achieve the same result.

7 CONCLUSIONS AND FUTURE WORK

In this work we extend and evaluate Pepper’s capability for human-robot social interaction. We integrate state-of-the-art vision and speech recognition systems on Pepper and we contribute an empirical analysis of their effectiveness, outlining areas of weakness and proposing improvements. We also contribute a learning algorithm to improve communication capabilities over time, updating speech recognition through social interaction.

As we recognize limitations of the individual perceptual modalities, we contribute a multi-modality approach to increase the robustness of human-robot social interaction. We add alternative input methods in the form of a mobile phone application, external microphones, and a custom interface on the onboard tablet, and we actively seek input from different modalities when one modality proves unreliable, providing robustness to the failure of individual components. To improve the transparency of the robot’s behavior, we exploit the availability of rich robot body-sensory data and apply nearest-neighbor and deep learning algorithms to enable Pepper to classify and verbalize a variety of its own body motions.

We view the techniques presented in this work to be relevant both specifically to Pepper and to other social robots.
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