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ABSTRACT
With the tremendous development of AI technologies, people will
increasingly encounter software algorithms that supervise their
work. Algorithmic management is the term for AI that performs
the functions traditionally reserved for human managers (hiring,
firing, providing evaluative feedback, and setting compensation).
Although such algorithms indisputably perform management func-
tions, they are often framed as support tools that facilitate worker
autonomy. Perceptions of autonomy can enhance productivity, es-
pecially when the work holds intrinsic meaning for workers. But
crowdwork often seems meaningless. More problematically, the
meaning of the work must sometimes be obscured due to reasons
of security or experimental control (when the workers serve as sub-
jects in a psychological experiment). In this paper, we conduct an on-
line experiment (N=560) to investigate how autonomy-perceptions
and the meaningfulness of work interact to shape crowdworker
motivation. As predicted, we find that workers are motivated when
their work has meaning and algorithmic management is framed in
a way that makes worker autonomy salient. However, when work
holds no meaning, we find productivity is enhanced when algo-
rithms are framed in a way that makes algorithm control salient.
We also find evidence that providing meaning to the work can
introduce systematic biases in crowdworker responses that could
undermine accuracy in certain contexts.
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1 INTRODUCTION
In the 18th century, Henry David Thoreau wrote “men have be-
come tools of their tools.” While Thoreau meant this as a metaphor,
21st century AI tools are literally tasking, evaluating and compen-
sating a growing number of human workers. The emerging field
of “algorithmic management” explores how best to automate the
functions of human managers [17, 38]. This includes traditional
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Figure 1: Our support agent which supervises workers dur-
ing the task

AI problems such as task allocation [8, 13], optimizing workflow
[16] and evaluating success [28, 38]. But as human workers cannot
(and should not) be seen simply as machines, AI research into algo-
rithmic management must confront more human-centric questions.
These questions include how algorithms can best motivate workers
[37], how fairness be ensured [5, 27], and what are the ethical and
societal implications of these techniques [19]. In this article, we
focus on these human-centric questions. Specifically, we experi-
mentally examine alternative techniques to maintain crowdworker
motivation when their work is assigned, evaluated, and compen-
sated by an algorithm. Enhancing user motivation and performance
through human-agent interaction is an important challenge, not
only for algorithmic management, but in a variety of AI disciplines
including educational technology, persuasive technology for health,
computer games, and personal productivity monitoring, and crowd-
sourcing. Thus, findings have potential implications for the design
of a wide range of algorithmic techniques.

There are choices for how to present the algorithmic manager to
the workers. Prior research [22, 31] investigated how algorithmic
management behind companies like Uber manages workers and
frames the software to workers. Although traditional companies
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use power hierarchies as a way to exert control to motivate worker
productivity, algorithmic management is often framed in ways that
obscure traditional power hierarchies (or more colorfully, Uber and
Lyft "dissolve their agency and authority into an indifferent, auto-
mated algorithm" [35]). For example, the rhetoric around Uber’s
software is a support tool that promotes work autonomy and helps
independent contractors do their business [31]. The promotion of
entrepreneurship and autonomy through their app-based platform
has been proven broadly successful. Yet, companies like Uber exact
significant control over their workers by utilizing their algorithmic
management functions such as constant tracking, constant eval-
uation of performance, and automatic implementation of penalty
[22].

Autonomy can be a powerful motivator, but only if a worker is
intrinsically motivated to perform the job (otherwise, they would
use that autonomy to achieve other goals). One common way to en-
hance intrinsic motivation is to provide work meaning, for example,
by providing the rationale underlying the work, or by highlighting
its societal benefits [2]. These studies suggest that if workers find
the intrinsic meaning of a task for them, workers are more engaged
in the task and also produce higher quality output.

Although one might be tempted to conclude that one can always
enhance crowdworker output by enhancing perceived autonomy
and meaning, there are important circumstances where this may
be unachievable or undesirable.

First, it is well known in the social sciences that providing a task
meaning can bias the type of responses that workers provide. In
what is known as a “response bias” [12, 24] or “demand character-
istics" [23], participants in an experiment often seek out clues from
the experimental instructions (or even experimenter nonverbal be-
havior) on how the experimenter wants them to respond. Often
instructions intended to create meaning hold the potential for such
bias. For example, if a worker is told to identify cancer cells in
images to help cure cancer, it is possible they might be primed to
find more false positives than a participant that was not told the
meaning of the study. Given that much crowdwork is designed for
such experimental purposes, this can be a real concern. Thus, there
may be circumstances where one prefers to withhold meaning.

Second, some scholars have raised ethical arguments that al-
gorithmic management must be framed in a way that makes its
control functions explicit and transparent. For example, the uproar
over Facebook’s "emotional manipulation" study highlights that al-
gorithms are framed in a way that makes their functions "invisible"
and thus undermines a worker’s ability to interrogate or negotiate
these functions [11, 21]. Indeed some have argued the true motiva-
tion is to avoid giving gig workers full rights as employees [22, 31].
Therefore, there may be circumstances where one wishes to explic-
itly frame an algorithm as a supervisor. Our goal in this paper is
not to discuss the ethics of framing algorithmic management as a
supervisor or support, but to examine the practical impact of this
framing on worker behavior.

In this work, our primary goal is to examine how crowdworker
engagement is shaped by the meaningfulness of their task and the
salience of the managerial power of algorithmic management (i.e.,
is the algorithm explicitly framed as a supervisor vs. a support tool).
We examine this in the context of an online task where workers
are overseen by an algorithm that exercises the traditional tools

of a human supervisor (evaluates worker performance, provides
corrective feedback when they make errors, and compensates them
based on their performance).

A second goal is to seek evidence that crowdworker responses
can indeed be biased when their task is provided meaning. To
examine this, we adopt a task and a meaning manipulation that has
already been discussed in the literature, but include new measures.

Finally, our work introduces a new, and we argue, purer mea-
sure of worker engagement with a task. Prior work has used some
combination of worker output and accuracy to demonstrate that
workers are more motivated by a task [2, 30]. But if we allow that
accuracy may be systematically biased by how tasks are motivated,
this highlights confound into the interpretation of our results.

2 RELATEDWORK
Our research builds on several lines of existing work including
theories of human motivation and human bias. We review these
before outlining our hypotheses.

Worker Autonomy. Research on how to best motivate crowd-
workers has much of its roots in the Self-Determination Theory
(SDT) [32]. SDT is a theory of motivation that argues people are
most productive and satisfied when initiating an activity for its own
sake because it is interesting and satisfying in itself (intrinsic moti-
vation), as opposed to doing an activity to obtain an external goal,
such as money or obedience to authority (extrinsic motivation).
Intrinsic motivation, according to SDT, is enhanced by promoting
several basic physiological needs, including a person’s need for
autonomy. Autonomy is undermined by external coercive power
(such as a human supervisor) or financial incentives [7]. It can even
be influenced by factors as subtle as the use of autonomy-supportive
language (“you can” or “you might") versus controlling language
(“you must” or “you had better") [36].

SDT has been applied to various technological systems includ-
ing educational technology [10, 29], persuasive technology for
health [3, 4], computer games [25], personal productivity monitor-
ing [15, 39], and crowdsourcing [14]. For example, Vansteenkiste
et al. [36] showed that adolescent students were more engaged
and learned better with a tutoring system that used autonomy-
supportive language compared with controlling language. Consis-
tent with SDT’s arguments that external coercion can undermine
intrinsic motivation, Mason andWatts found that increasing worker
pay failed to increase the quality of crowdwork [20].

While the benefits of supporting worker autonomy are well-
studied in human-human interactions, the connections between
SDT and crowdwork is less explored, and much of that research has
focused on factors other than autonomy. Further, we are unaware
of any work that explicitly manipulates the salience of algorithmic
management’s coercive power (i.e., is it framed as a support tool
versus a supervisor). The present study attempts to fill this gap.

Meaningfulness of Work. SDT is typically studied in contexts
where the effort holds some value for the individual (e.g., learn-
ing a new skill or losing weight). Yet much of crowdwork seems
devoid of meaning (filling in surveys or labeling images). Provid-
ing workers more autonomy may not enhance motivation if the
task itself is inherently demotivating. To address this, research has
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explored how to enhance intrinsic motivation by providing a mean-
ingful rationale for the work. For example, Chandler and Kapelner
[2] examined how crowdworker effort changed when they were
provided a rationale for their work. Workers in the meaningful
treatment group were told that they were labeling tumor cells in
order to advance medical research whereas workers in the zero-
context control group were not told any purpose of the task. They
found that crowdworkers that were provided meaning were more
likely to participate and the quantity of output increased. Consis-
tent with this finding, Rogstadius et al. [30] found that worker
output quality improved by telling them that their output helped a
non-profit organization dedicating to curing malaria. Consistent
with SDT’s arguments about external coercion, they also found
increasing payment doesn’t improve the worker’s output quality.

Taken together, research on autonomy and meaningfulness of
work suggests that worker output will be maximized when algo-
rithmic management supports worker autonomy (e.g., is framed as
a support tool and provides autonomy-supporting feedback) and
work is provided a meaningful rationale. Yet research on SDT has
rarely examined how best to motivate workers when the work holds
no meaning. One study did provide some insight into this question.
As a strategy to motivate people for boring tasks, Deci et al. [6] ex-
amined the effects of three motivational factors related to intrinsic
motivation: (a) providing a meaningful rationale, (b) acknowledging
the participant’s perspective, and (c) conveying choice rather than
control. The study showed that when an environment supports at
least two of these factors, participants were more engaged com-
pared to the environment that supports one (one-factor condition)
or zero (zero-factor condition) factors. However, contrary to their
expectations, participants in the zero-factor condition were more
engaged in the boring task than the participants in the one-factor
condition. This suggests that framing algorithmic management as
a supervisor (i.e., making the controlling aspects of the algorithm
salient) could be of benefit in meaningless tasks, however, Deci and
colleagues noted "further work is required to determine if this is a
replicable finding."

Response Bias. Providing work meaning could inadvertently
shift the type of responses that workers provide. Within the social
sciences, the concept of response bias (see also "demand charac-
teristics" or the "observer expectancy effect") is the phenomena
where participants in an experiment form an interpretation of the
experiment’s purpose and subconsciously change their behavior
to fit that interpretation [23]. Perhaps the most famous example
of this is "Clever Hans", a horse that could correctly answer com-
plex math problems. It was eventually discovered that the horse
was sensitive to the experimenter’s nonverbal cues and failed to
answer correctly if the experimenters themselves didn’t know the
correct answer. Response bias is the reason why experiments are
"double blind", meaning neither the experimenter nor the subjects
are aware of key aspects of the study. Manipulations of meaning
could inadvertently introduce response bias when some responses
are seen as more socially desirable in and of themselves or more
beneficial to achieving a desirable goal (such as curing malaria).
We are unaware of research that has explored how task meaning
shapes crowdworkers response bias. The present study fills this

gap and explores this question with actual scientific data from a
real-world medical task.

3 HYPOTHESES AND STUDY DESIGN
Our primary goal is to examine how algorithmic management can
best enhance worker engagement and the quality of their output.
Prior research on SDT suggests that worker engagement can bemax-
imized when algorithmic management is framed as an autonomy-
supportive tool and a meaningful rationale is provided for the work.
This leads to our first hypothesis:

• H1: When a meaningful rationale of task is provided, crowd-
workers will be more engaged by performance feedback
given in an autonomy-supportive way by an autonomous
agent.

Yet, despite the motivational benefits of infusing work with
meaning, the introduction of meaning has the potential to shape
the quality of worker output through response bias. This leads to
our second hypothesis that providing meaning might have unantic-
ipated negative consequences:

• H2: When a meaningful rationale of task is provided, crowd-
worker performance will be biased.

Given that meaning might have to be withheld, either to avoid
bias or protect trade secrets, it is important to understand the best
way to shape autonomy perceptions when work holds little mean-
ing. Prior research on SDT is less clear about the impact of au-
tonomy in these contexts, but as one study above suggests that
algorithms could enhance worker feedback by restricting worker
autonomy, we make the following third hypothesis:

• H3: When any context of task is not provided, workers will
be more engaged by performance feedback given in a con-
trolling way by an autonomous agent.

We examine these hypotheses with a 2 (task instruction: mean-
ingful context vs. no context) x 2 (feedback design: supervisor vs.
support agent) between-subjects experiment.1

3.1 Participants
We conducted our study on Amazon’s Mechanical Turk (MTurk)
platform, which is a popular platform for crowdsourcing. We col-
lected task responses from 560 U.S. based MTurk users. Five of
them were excluded from analysis due to either incomplete data
or failure to follow instructions, which left 555 participants (39%
female) remaining for analysis. MTurkers average age was 34 years
(ranged from 18 to 73). The experimental design and materials were
reviewed and approved by our university’s ethics board.

3.2 Malaria Parasite Task
To enhance the real-world relevance of our findings and to allow
direct comparisons with prior research on algorithmic management,
MTurkers were asked to perform an actual scientific task: counting
human cells infected with the malaria parasite (Figure 2). This
task, or very similar tasks, have been used in prior research on

1We had an additional factor intended to influence autonomy perceptions (frequency
of feedback varying from every 5 images to every image). However we found that
the factor did not significantly impact our dependent variables, thus we ignore this
condition for the remainder of the paper.
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Figure 2: Counting task

crowdworker motivation [2, 30]. Although most prior research
has used artificial data, to improve the real-world relevance of our
conclusions we use actual medical images drawn from a publicly
available corpus of medical images known as the Broad Bioimage
Benchmark Collection [18]. We used the BBBC041v1 corpus of
malaria images. Ground truth for these images was provided by a
malaria researcher. One characteristic of such real data is it creates
strong opportunities for workers to offer false positives. Specifically,
there is a heavy imbalance towards uninfected cells (96% of all
cells) including some images with no infected cells. Each image
contained 64 uninfected cells on average (ranging from 42 - 91) and
2.64 infected cells on average (ranging from 0 to 8).

We asked workers to count the number of infected cells and
uninfected cells in microscopy image sets. The image set included
100 images in total, with ground truth labels on the number of
infected and uninfected cells. Workers were asked to count the
cells in at least 25 images. After counting 25 images, the workers
had an option to continue or quit the task. The workers could
continue the task until 100 images. Instructions for the task, and
many of our metrics, were adapted from two existing studies that
manipulated the meaningfulness of work [2, 30]; we designed the
experimental task to quantitatively measure the quality of work as
well as quantity.

Following standard practice, workers received a fixed payment
for their work (USD 5.00) plus a small incentive for each image they
completed. The average worker took 30 minutes to complete the
minimum request for 25 images. If they completed all 100 images
they would receive USD 8.00.

3.3 Task Meaning
We manipulated the wording of the task instruction depending on
the worker’s condition, which was randomly assigned to meaning-
ful context condition or no-context condition. For the workers in
the meaningful context condition, we told the purpose of the task
with images highlighting the importance of the task [18, 26] in the
instruction. These instructions made it clear that it was important
to identify the malaria parasites, thus creating the potential for
response bias. On the other hand, we did not give any reason for
their work in the no-context condition. The purpose of the task for
the meaningful context condition was as follows:

Thanks for participating in this task. Your job will be
to help identify blood cells infected with malaria par-
asites in images and we appreciate your help. Malaria
is a disease caused by Plasmodium parasites that re-
mains a major threat in global health, affecting 200
million people and causing 1,000,000 deaths a year.
71% of all deaths are under age five. Besides biomedi-
cal research and political efforts, modern information
technology is playing a key role in many attempts
at fighting the disease. One of the barriers toward a
successful mortality reduction has been inadequate
malaria diagnosis in particular. To improve diagno-
sis, image analysis software and machine learning
methods have been used to quantify parasite in micro-
scopic slides. Accurate parasite counts are essential
for malaria diagnosis.

As Figure 2 shows, we used several specific words related to
malaria diagnosis in the task instructions for the meaningful con-
text condition. On the other hand, for the no-context condition to
remove any contexts of the task, we didn’t use any words related
to malaria diagnosis such as blood cells, malaria parasites, infected
cells, and uninfected cells. Instead, we used generic words such
as target objects and non-target objects in the task instructions as
follows:

This task requires you to count objects of different
types. You will see a series of images containing two
different types of objects. For each image, you are
required to count the number of target objects and
non-target objects. For each image,
(1) Count the number of objects that appear most
similar to the target class.
(2) Count the number of objects that appear dissimilar
to the target class.

3.4 Autonomy Perceptions
To manipulate perceptions of autonomy, the workers were ran-
domly assigned to either the supervisor condition or support agent
condition. Workers in the supervisor condition were told that they
would be supervised by an artificially intelligent algorithm that
was trained to execute all the tasks and functions which a human
supervisor would normally perform. They were further told the
AI supervisor would monitor their activity and provide evaluative
feedback on their performance. Workers in the support agent con-
dition were explained that they would be assisted by an AI support
agent that was trained to execute all the tasks and functions which
a human coach would normally perform. They were further told
the AI would attend to their work and offer supportive feedback.

Both of the AI agents gave performance feedback to the workers
based on how their answers compared with ground truth. Because
we didn’t want workers to feel their answers were irrelevant (which
would be the case if the system already knew the ground truth),
this feedback was described in comparison to how other workers
performed on a particular image. For example, if workers estimate
was quite different from ground truth (off by more than 3 infected
cells or more than 20% off from the number of uninfected cells),
workers were explained that their estimates differed from what
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Figure 3: Performance feedback to the workers from the su-
pervisor agent

other workers reported. If the estimate was close, the AI informed
workers their estimates were in line with other workers. We also
provided feedback on typical time-on-task (based on average times
from our pilot study). Note that we used ground truth to judge cell
counts, rather than the estimates from the pilot study, to better
assess response bias.

We also manipulated the wording used in the feedback, following
[36], to manipulate the salience of AI control. In the supervisor con-
dition, the feedback used controlling language such as, “you should
work to perform at the same level as the other workers,” “you must
attend to the following feedback” (Figure 3). In the support agent
condition, the agent used autonomy-supportive phrases such as
“you may wish to use this feedback to adjust your estimates,” “to
help you improve your skills, we offer you the following feedback”
(Figure 1). Our agents are simple in appearance, without any gen-
der, race, or other highly anthropomorphic traits that may trigger
people’s biases [1, 9, 33].

3.5 Dependent Measures
We measure both self-reported and behavioral measures of worker
effort and motivation. We ask workers to self-report how much
effort they expended and how motivated they were to perform the
tasks (using 7-point Likert scales). More importantly, we collect
several objective measures of worker output:

Time-on-task: Wemeasured howmuch time on average aworker
spent on each of the 25 initial images. Time-on-task can be a highly
variable measure as MTurk users often multi-task and may be called
away in the middle of a task. We excluded any images that took
longer than 10 minutes to process.

Table 1: Correlation between task engagement and self-
reported measures/processing times in the pilot study

Spearman’s rho Sig.
Effort .356 .000
Motivation .184 .002
Processing Times .654 .000

Task Engagement: Our primary goal is to examine how crowd-
worker motivation and output is shaped by perceptions of auton-
omy and meaning. Prior studies have looked at accuracy to quantify
a worker’s motivation. For example, Rogstadiusa and colleagues
measure the number of incorrectly labeled cells normalized by the
number of cells per image. However, as we hypothesize that accu-
racy can be influenced by meaning, accuracy may not be the best
measure as it confounds worker motivation with response bias (a
worker might be more motivated to produce quality work but have
low accuracy due to their bias). To address this, we introduce a new
measure, called task engagement that should be less influenced
by response bias (we also report accuracy for comparison to past
work). Task engagement, for a given MTurk user, was defined as the
correlation between their reported number of cells (both infected
and uninfected) and the true number across all 25 images:

TaskEnдaдement = c(x,y),

where
x = {Iest1 +Uest1 , . . . , Iestj +Uestj },

y = {Ir eal1 +Ur eal1 , . . . , Ir ealj +Ur ealj },

I is infected cells,U is uninfected cells, real is ground truth of cells,
est is estimated number by worker, j is image sequence number,
c(·, ·) is a function of Spearman’s rank correlation.

The rationale for this measure is it indicated how attentive the
worker is to the characteristics of each imagewhile being insensitive
to scaling (e.g., if one worker always finds one extra cell than
another worker, they will have the same task-engagement but differ
in accuracy).

To validate this measure, we performed a pilot study to see if
our measure of task engagement predicts self-reported motivation,
self-reported effort, and actual time-on-task. We recruited 280 U.S.
based MTurk users to count the number of infected cells and un-
infected cells for 25 images. They were compensated USD 5.00
for their participation. Table 1 shows that task engagement is sig-
nificantly and positively correlated with self-reported motivation,
self-reported effort, and time-on-task. From this, we conclude it is
a valid measure of motivation.

Accuracy: Because the set included some images without par-
asites, we could not use the metric for accuracy from previous
work [30]. Besides, since the task was to count the number of cells
(rather than labeling each cell), the standard accuracy measure for
binary classification is not applicable. Therefore, we instead used
the following metric to measure work quality:

Accuracy = 1 −
|Iest − Ir eal | + |Uest −Ur eal |

Ir eal +Ur eal
,
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where I is infected cells, U is uninfected cells, real is ground truth
of cells, est is estimated number by worker.

Response Bias: To measure the response bias of the workers,
we first coded each task response based on the reported infected
cell count and the true number. Specifically, code 1 is given when
the reported infected cell count is overestimated, code -1 is given
when the reported infected cell count is underestimated, and code
0 is given when the reported infected cell count is the same as the
true number. We then used the mean of the code in the 25 images
as the response bias measure for each worker. Thus, a response
bias measurement close to 1 indicates that the worker tends to
overestimate, and close to -1 indicates that the worker tends to
underestimate.

4 RESULTS
Before preceding to our main analysis of the behavior measures, we
first performed two-way ANOVAs to assess the impact of autonomy
and meaning on self-reported measures. We find no significant
difference in self-reported motivation (F(1, 551)= 2.464, p =.117),
or effort (F(1, 551) = 1.021, p=.313), though the means were quite
high for both motivation (5.96 out of 7) and effort (6.36 out of 7),
suggesting a possible ceiling effect.

Task Engagement: First, to further check the validity of our
measure of motivation, we compared how well task engagement
correlated with self-reported motivation, self-reported effort, and
time-on-task. Replicating our pilot study, all of these correlations
were significant and positive (Table 2). This reinforces confidence
in this new measure.

We then performed a two-way ANOVA to assess the impact of
perceived autonomy and task meaning on worker motivation (as
indexed by task engagement). We found a significant cross-over
interaction between these two factors on the level of task engage-
ment (F(1, 551) = 10.638, p = .001). See figure 4. To break down this
interaction, we investigated it further with a simple effects analysis.
In the meaningful context condition, there is higher task engage-
ment in the support agent condition (µ = .767, σ = .255) than in the
supervisor condition (µ = .701, σ = .313). This marginally significant
difference (p=.067) supports our hypothesis H1. In contrast, in the
no-context condition, the results are reversed. There is significantly

Figure 4: Task Engagement

Table 2: Correlation between task engagement and self-
reported measures/processing times

Spearman’s rho Sig.
Effort .256 .000
Motivation .157 .000
Processing Times .606 .000

higher task engagement (p=.005) in the supervisor condition (µ =
.783, σ = .242) than in the support agent condition (µ = .691, σ =
.301). This is in line with our hypothesis H3.

Further reinforcing these conclusions, we see in the support
agent condition, there is significantly higher task engagement
(p=.031) in the meaningful condition (µ = .767, σ = .255) than in
the no-context condition (µ = .691, σ = .301). In the supervisor con-
dition, on the other hand, there is higher task engagement in the
no-context condition (µ = .783, σ = .242) than in the meaningful con-
text condition (µ = .701, σ = .313). The difference is also statistically
significant (p =.014).

In summary, these results suggest that workers were more en-
gaged by autonomy-supportive feedback (than controlling feed-
back) when the purpose of the task was framed meaningfully,
but workers were more engaged by controlling feedback (than
autonomy-supportive feedback) when the task held no meaning.

Time-on-task: We performed a two-way ANOVA to assess the
impact of perceived autonomy and task meaning on the time work-
ers spent on the first 25 images. Further reinforcing the results of
task engagement, we again find a significant cross-over interaction
(F(1, 551) = 4.161, p = .042). As Figure 5 shows, in the support agent
condition, workers in the meaningful context condition counted
cells for a longer time (µ =57.206, σ = 29.592) than workers in the
no-context condition (µ =49.222, σ = 25.857). The difference was
statistically significant (p =.013). In addition, in the meaningful con-
text condition, workers interacting with the support agent counted
longer than workers with the supervisor agent (µ =51.205, σ =
25.291). The difference was marginally significant (p =.064). This
again lends support to hypotheses H1 and H3.

Figure 5: Time-on-task (seconds per image)
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Table 3: Number of images counted by the conditions

M_SV M_SA N_SV N_SA
Participants 138 127 145 145
Counted images in 25 rounds 3450 3175 3625 3625
Counted images in 75 rounds 644 842 641 899
Counted images per worker 29.45 31.14 29.21 30.98

M_SV: Meaningful, Supervisor
M_SA: Meaningful, Support agent
N_SV: No context, Supervisor
N_SA: No context, Support agent

Work Quantity: Some crowdwork studies have looked at the
quantity of output as a measure of motivation. Though findings on
quantity have been mixed, we include for completeness. Table 3
shows the number of counted images by workers in each condition.
Although workers with support agent counted images more than
the workers with supervisor after the first 25 rounds, we didn’t find
a significant main effect for the feedback type (F(1, 551) = 1.566, p
= .221), as well for the task instruction (F(1, 551) = .051, p = .821).
There was no interaction between the two (F(1, 551) = .004, p =
.951).

Accuracy: Next, we analyzed the accuracy of the task in the
first 25 rounds. Although there were no main effects of the task
instruction and the feedback design, we also found a significant
interaction between the two factors (F(1, 551) = 4.206, p = .041).
As Figure 6 shows, in the supervisor condition, workers in the
no-context condition counted the blood cells more accurately (µ
=.860, σ = .160) than workers in the meaningful context condition (µ
=.812, σ = .249). The difference was statistically significant (p =.027).
Also, in the meaningful context condition, workers interacting
with the support agent counted more accurately (µ =.853, σ = .151)
than workers with the supervisor. The difference was marginally
significant (p = .063). However, in the no-context condition, there
was no significant difference, as the accuracy in the support agent
conditions was similar to the supervisor condition. In the support
agent condition, we found no significant difference between the
no-context and the meaningful condition.

Figure 6: Accuracy

Table 4: Errors and accuracy by the conditions

M_SV M_SA N_SV N_SA
Uninfected cells Mean 9.632 8.831 7.967 10.000
(Absolute difference) SD 9.242 8.106 6.871 8.141
Infected cells Mean 2.970 1.229 1.594 1.079
(Absolute difference) SD 8.936 3.280 5.318 2.670
Accuracy Mean .812 .853 .860 .838

SD .249 .151 .160 .143

M_SV: Meaningful, Supervisor
M_SA: Meaningful, Support agent
N_SV: No context, Supervisor
N_SA: No context, Support agent

For a detailed analysis on the accuracy, table 4 shows the absolute
difference between reported cell count and the ground truth for
uninfected cells and infected cells. Regarding the absolute difference
of uninfected cells, there was also a significant interaction between
the task instruction and the feedback design (F(1, 551) = 4.211,
p = .041). Simple effects analysis showed that at the no-context
condition, workers interactingwith support agentmademore errors
(µ =10.000, σ = 8.141) than workers with the supervisor agent (µ
=7.967, σ = 6.871). The difference was statistically significant (p
=.033). At the supervisor condition, workers in the meaningful
condition (µ =9.632, σ = 9.242) made more errors than workers in
the no-context condition. The differencewasmarginally statistically
significant (p =.085). Regarding the absolute difference of infected
cells, we found a significant main effect of the feedback design
(F(1, 551) = 5.572, p = .019). Workers interacting with supervisor
agent made more errors (µ =2.135, σ = 6.879) than workers with
the support agent (µ =1.336, σ = 4.208).

Response Bias: Finally, we performed a two-way ANOVA to
assess the impact of perceived autonomy and task meaning on
response bias (see Figure 7). We found a significant main effect
of meaningfulness (F(1, 551) = 10.487, p = .001) such that workers
over-reported infected cells in the meaningful condition. There was
no main effect of the autonomy manipulation on response bias (F(1,
551) = .333, p = .564), as well no interaction between the two factors

Figure 7: Response Bias
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(F(1, 551) = .863, p = .353). Workers in the no-context condition
showed less response bias (µ =.054, σ = .257) than workers in the
meaningful condition (µ =.125, σ = .258). This finding supports
our second hypothesis (H2): workers who were provided the task
meaning clearly overestimated the number of the infected cells
compared with workers that were not told the meaning of the
study.

5 DISCUSSION
The results provide strong confirmation of our hypotheses. Fol-
lowing self-determination theory, prior research [6, 34, 36] has
hypothesized the importance of worker autonomy and meaning to
enhance worker motivation (Hypothesis H1) and our study repli-
cates prior research, thus lending further support to these claims.
When work was provided a meaningful rationale, task engage-
ment significantly increased when AI was framed as a support tool
and used autonomy-supportive language. This also translated into
greater time-on-task and a trend for greater accuracy. Interestingly,
workers did not seem aware of these influences as there were no
differences in their self-reported effort or motivation.

However, our study highlights the potential downsides of using
meaning to enhance worker motivation. Following the literature
on response bias and experimenter effects, we had hypothesized
that providing meaning could shift workers responses towards a
socially desirable response (Hypothesis H2). In our task, the desired
goal was to help cure malaria by finding parasites in images of
blood cells. Yet the number of parasites in this real scientific data
was quite low (many slides contained no parasites at all), creating
the opportunity for workers to provide false positives. And this is
indeedwhat we found.Workers falsely identifiedmore parasite cells
when the meaning of the task was explained. This is an important
qualification to studies that emphasize the importance of providing
meaning [2, 30].

Given that there are situations where the meaning is withheld, it
is important to clarify how best tomotive workers in such situations.
Prior research on self-determination theory is inclusive on this point
but we had hypothesized that workers could be better motivated
when AI was framed as a supervisor and used controlling language
(Hypothesis H3). This hypothesis was supported. Workers were
more engaged in meaningless tasks when the AI was framed as a
supervisor (this framing did not impact time-on-task or accuracy).
Again, workers were not aware of these influences (as assessed by
their self-reported responses).

6 CONCLUSIONS
Our primary objective in this study was to examine how algorith-
mic management can best enhance worker engagement and the
quality of their output. To achieve this goal, we conducted an online
experiment with 560 crowdworker on Amazon Mechanical Turk,
who were given either a meaningful context or no-context, and
either autonomy-supportive feedback or controlling feedback on
our malaria parasite task.

We found that there was a significant cross-over interaction be-
tween autonomy perceptions and meaningfulness of work. Specifi-
cally, our experimental results showed that workers are motivated
when their work has meaning and algorithmic management is

framed in a way that makes worker autonomy salient. While, when
work holds no meaning, productivity is enhanced when algorithms
are framed in a way that makes algorithm control salient. Fur-
thermore, we indeed found that providing work meaning shapes
crowdworkers response bias. Our work contributes to the growing
body of literature in algorithmic management and human-AI in-
teraction to better design the society where humans and AI work
together.
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