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ABSTRACT
Forecasting the future is a notoriously difficult task. One way to
address this challenge is to "hybridize" the forecasting process,
combining forecasts from a crowd of humans, as well as one or
more machine models. However, an open challenge remains in how
to optimally aggregate inputs from these pools into a single forecast.
We proposed anchor attention for this type of sequence summary
problem. Each forecast is represented by a trainable embedding
vector. An anchor attention score is used to determine input weights.
We evaluate our approach using data from a real-world forecasting
tournament, and show that our method outperforms the current
state-of-the-art aggregation approaches.
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1 INTRODUCTION
The “wisdom of crowds” effect has been demonstrated as a success-
ful approach in diverse domains [7], extending to complex problem-
solving tasks such as reconstructing gene regulatory networks [4]
or geopolitical forecasting [8]. Previous work [1, 6, 9] has identified
linear combinations among forecaster estimates. However, such an
approach is not optimal, since it assigns a single weight to each
forecaster towards a variety of forecasting problems.

With our proposed anchor attention method, the combined
weight is conditioned on a question, forecaster, and time, and is
more flexible than a single weight per forecaster at any point in
time. The key insight to this method is the anchor attention models
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Table 1: Summary statistics of the questions and forecasts in
our dataset. STD is the sample standard deviation.

Statistic Min Median Mean (STD) Max

Forecasts per Question 9 192 265.2 (204.6) 1029
Forecasts per User 1 32 44.4 (63.2) 1339
Users per Question 8 108 173.6 (148.9) 669

Days Question is Open 1 42 53.3 (42.2) 184

learn a representation that could recall the best human and machine
forecasters for a given question.

2 CROWD FORECASTING PLATFORM
In this work, we study forecasts about geopolitical events. These
forecasts are created on a forecasting platform we developed, Syn-
ergistic Anticipation of Geopolitical Events (SAGE)[5]1. Our hy-
bridized forecasting platform contains both human forecasts and
forecasts generated by machine models. Human forecasts come
from recruited participants from Amazon Mechanical Turk. Ma-
chinemodels include: 1. AutoRegressive IntegratedMoving Average
(ARIMA) [2]; 2. M4-Meta [3]; and 3. Arithmetic RandomWalk (RW).
There are 375 questions in this dataset and 2240 human participants.
We will release an anonymized version of this dataset2.

3 METHODS
3.1 Baseline Methods
We compare our approach to [1], who proposed an aggregation
method using temporal decay, differential weighting based on past
performance, and extremization. The approach outlined by [1]
provides a simple yet strong performance baseline.

We consider three variants based on [1]:

M0: Unweighted average with temporal decay.
M1: Weighted average with temporal decay and extremization.
M2: Weighted averagewith temporal decay, differential weight-

ing based on past performance and extremization.

1https://sage-platform.isi.edu/
2https://github.com/YuzhongHuangCS/AnchorAttention
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3.2 Anchor Attention
3.2.1 Issue with Self Attention. Following the notation in [10],

we denote the input vector as𝑋 , and three trainable weight matrices
as𝑊𝑄 ,𝑊𝐾 ,𝑊𝑉 . The common practice in self-attention models is
to use the last hidden state 𝐻𝑖 as a representation of information in
𝑋 until time step 𝑖 .

𝑄 = 𝑋 ·𝑊𝑄 , 𝐾 = 𝑋 ·𝑊𝐾 ,𝑉 = 𝑋 ·𝑊𝑉 . (1)

𝛼𝑖 𝑗 = 𝑎𝑙𝑖𝑔𝑛(𝑄𝑖 , 𝐾𝑗 ) =
𝑒𝑥𝑝 (𝑄𝑖 · 𝐾𝑇𝑗 /

√
𝑑𝑘 )∑

𝑗 ′ 𝑒𝑥𝑝 (𝑄𝑖 · 𝐾𝑇𝑗 ′/
√
𝑑𝑘 )

. (2)

𝐻𝑖 = (𝑉1,𝑉2, · · · ,𝑉𝑖 ) · (𝛼𝑖1, 𝛼𝑖2, · · · , 𝛼𝑖𝑖 )𝑇 , (3)
We can see 𝐻𝑖 is most influenced by 𝑋𝑖 (the last input), more

specifically its projection 𝑄𝑖 , because 𝑄𝑖 will be used as the query
vector to compute the alignment score with input from previous
time steps. For language tasks, this is desired, as the last token
usually contains important information (e.g., “?” implies a sentence
is a question). In the task of forecast aggregation, this is not desired.
Any forecast can be the last forecast at the moment of making an
aggregated forecast. The output of the aggregation system should
not be oversensitive to the last forecast.

3.2.2 Anchor Attention. Anchor attention use an anchor vector
𝐴, which is independent of input sequence X, to replace the query
vector 𝑄 . Here 𝐴 is the sentence embedding of question text that
captures the semantics of question. Now the alignment score is
calculated as:

𝛼𝑖 𝑗 = 𝑎𝑙𝑖𝑔𝑛(𝐴,𝐾𝑗 ) =
𝑒𝑥𝑝 (𝐴 · 𝐾𝑇

𝑗
/
√
𝑑𝑘 )∑

𝑗 ′ 𝑒𝑥𝑝 (𝐴 · 𝐾𝑇
𝑗 ′/

√
𝑑𝑘 )

. (4)

With this modification, we didn’t give forecasts at a particular
position any advantages.
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Figure 1: Overview of proposed model.

4 EXPERIMENTS
4.1 Average Brier score comparison
We perform 5-fold cross-validation. Cross-validation is done at the
question level, meaning that all of the forecasts for a particular
question are constrained within their respective fold. We record the
mean and variance of the Brier score across folds, and the quantile
range of all Brier scores in Table 2. Note that the range of Brier score

is [0, 2]. Our proposed model has the lowest average Brier score
and quantile scores, along with the lowest variance, suggesting our
model is very stable.

Table 2: Results of 5-fold cross-validation across different
methods.We report themeanBrier score aswell as the quan-
tile range (e.g., for our proposed Attention-based model, the
forecast at the 25th percentile has a Brier score of 0.037).

Method Mean (STD) 25% 50% 75%

M0 0.321 (0.274) 0.126 0.249 0.432
M1 0.319 (0.316) 0.088 0.212 0.422
M2 0.304 (0.321) 0.073 0.192 0.419
Attention 0.251 (0.265) 0.037 0.173 0.382

4.2 Analysis of Attention Scores

Figure 2: Relationship between attention score and Brier
score. The trend line shows a downward trend, indicating
that higher attention scores are given to forecastswith lower
Brier scores.

Figure 2 shows forecasts’ attention scores against their Brier
scores. We observe that attention score is negatively correlated
(coef=-0.089, p< 10−10) to Brier score, which means good forecasts
(low Brier) have higher weights in aggregation. Also, we observe
there are no points in the upper right corner, which means forecasts
with a high Brier score do not receive a high attention score. This
suggests that the model is learning representations that are useful
to distinguish good forecasts from bad ones.

Conclusion: Anchor Attention has shown to be able to identify
high quality forecasts. A more detailed version is available on arXiv.
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