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1 INTRODUCTION
There is an ever-increasing amount of data available in today’s
world, especially on the web, social media platforms and crowd-
sourcing systems. Data is available in structured and unstructured
formats, and from a wide range of diverse sources. The quality and
reliability of such data naturally varies due to differences in the
knowledge and motivation of sources. For example, some sources
share inaccurate information which they falsely believe to be true,
whereas others deliberately aim to misinform. This inevitably leads
to conflicting information and the following question: who should
we trust, and what should be believe?

Truth discovery algorithms [11, 15, 24] attempt to solve this prob-
lem by jointly estimating the trustworthiness of data sources and
the likelihood a piece of information – termed a ‘fact’ – is true.
These two measures should cohere with each other, so that a source
is deemed trustworthy when it provides believable facts, and a fact
is believable when it is backed up by trustworthy sources.

The problem has received increasing attention in the data mining
and crowdsourcing literature recently, with many algorithms put
forward. Such algorithms may use probabilistic models [14, 23],
optimisation methods [13, 16] or heuristics [10, 17].

However, there are still gaps in the literature which must be
addressed. In my PhD I aim to investigate such gaps from a formal
point of view, using techniques and ideas from other areas of the AI
and KR literature. Relevant directions for research are outlined in
the next section, before a brief discussion of my work in this area
so far.

2 RESEARCH DIRECTIONS
Whilst existing truth discovery algorithms perform well experimen-
tally, there remain foundational and practical issues to be addressed.
Note that the following list of issues is not exhaustive.

2.1 Theoretical Foundations
Broadly speaking, there is a lack of theoretical foundations under-
pinning truth discovery. Much work in the literature has a practical
focus, with emphasis on construction of new algorithms and empir-
ical evaluation of performance using large test datasets. It is true
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that theoretical work does exist – e.g. considerations of run-time
complexity [25] and proofs of optimality in the context of a par-
ticular probabilistic framework [22] – but such results are limited
in scope since they apply only to the specific model of truth dis-
covery in question. Put simply, existing theoretical work allows
one to prove results about a specific algorithm, but not about truth
discovery as a whole.

Accordingly, there is a need for a general unifying framework
in which existing and future algorithms can be defined. Such a
framework should be neutral with respect to the methodology em-
ployed (e.g. a probabilistic framework or optimisation model), and
would provide a common setting in which to compare different
approaches. Various algorithms could then be evaluated with re-
spect to their theoretical properties, instead of the somewhat opaque
measures of performance obtained through empirical evaluation. It
is hoped that this will provide stronger justification for and against
particular approaches for a particular situation, and lead to insights
not attainable through empirical means.

Such formal foundations are popular for related problems in
social choice theory. Particularly relevant problems are judgement
aggregation [8] and voting theory [26], wherein the axiomatic ap-
proach has been applied to great success. Here desirable properties
(called axioms) of aggregation methods or voting mechanisms are
formally stated, and the interactions between them are studied.
Such analysis can lead to interesting and deep results regarding
the problem as a whole; e.g. impossibility results which show that
a combination of intuitively desirable properties are impossible to
satisfy simultaneously. Taking an axiomatic social choice perspec-
tive on truth discovery has been the focus of my initial work, which
is outlined later in this document.

It should be noted that the discussion in this section is not an
attempt to diminish the importance of practically focussed work
in truth discovery. Indeed, it is hoped that this strand of research
will complement practical work and allow new algorithms to be
developed with stronger theoretical backing.

2.2 Epistemic Considerations
Due to the unsupervised nature of many truth discovery algorithms,
there is a risk that they simply find consensus amongst sources as
opposed to the truth. Indeed, a common principle in truth discovery
is that true facts are those claimed by trustworthy sources, and
trustworthy sources are those who claim true facts. This mutual
dependence is usually resolved by iteratively estimating source
trustworthiness based on the current estimate for the true facts, and
then estimating the true facts based on the updated trustworthiness
scores. This means that a group of sources in agreement across a
range of issues can come out as highly trustworthy, and their facts
as highly likely to be true. This is perhaps a weak notion of truth,
based on consistent consensus between sources.1 Consequently, it
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is difficult to interpret in what sense the outputs of truth discovery
are ‘true’. The problem therefore needs to be investigated from a
formal epistemic perspective in order to establish which notion of
truth is at play.

Truth-tracking methods have been proposed for this purpose
in judgment aggregation, belief revision and belief fusion [3, 9,
12, 18]. Such methods model the possible states of the real world
and investigate under what conditions the true facts can be fully
recovered from the multi-source input. For example, in [9] the
authors state a truth-tracking postulate for belief merging which
requires that a merging operator uniquely identifies the true world
with limiting probability 1 as the number of agents goes to infinity,
under some independence and reliability assumptions on the agents.
Interestingly, merging operators with similar properties may differ
inwhether they can track the truth; this is evidence that the problem
of finding the truth is not the same as aggregating beliefs.

A key difference in the truth discovery setting is that we expect
to be dealing with unreliable sources. The reliability assumptions of
previous work therefore need to be modified; for example one could
require only that a certain proportion of sources are trustworthy,
or that the unreliable sources are sufficiently unreliable so as to
be distinguishable from the reliable ones. Making this precise and
investigating existing algorithms with respect to truth-tracking is
an interesting direction for future work.

2.3 Explainability
Existing truth discovery methods suffer from a lack of explainability.
Indeed, while an algorithmmay correctly find the most plausible sit-
uation in the context of a probabilistic model or correctly minimise
an objective function in an optimisation problem, this provides
nothing in the way of a reason for why one source was deemed
more trustworthy than another.

It is true that explainability is not possible or even desirable
in all cases; e.g. for non-critical applications or when the number
of sources is too large. On the other hand, if the results of truth
discovery are to be presented to non-technical users – e.g. websites
ranked by trustworthiness in search engine results or aggregation
of (potentially conflicting) news stories – explainability may be
necessary. Ironically, users may have little trust themselves in a
black-box truth discovery system.

Argumentation theory [4] may provide a way towards explain-
able truth discovery. Indeed, argumentation considers arguments
for and against positions, where conflicting arguments may attack
each other, and the semantics applied to find the ‘acceptable’ argu-
ments often have simple interpretations. Discussion games [5] may
be particularly suitable for this purpose.

2.4 Knowledge Representation
A final gap in the truth discovery literature concerns the way
in which knowledge and belief is represented. Many existing ap-
proaches take an abstract view, where the claims made by sources
are either categorical values or represented by a number in R.

However, in many cases claims from sources must first be ex-
tracted from unstructured formats such as natural language text,
1 Note that this weaker notion of truth may still be appropriate in some domains, e.g.
subjective crowdsourcing tasks where the aim is not to find any objective truth, but
filter out unreliable sources with wildly different opinions.

and the process of mapping to abstract values may discard useful
information relevant for truth discovery. For example, the source
may provide reasons for making the claims it does, or the claim
itself could be formed from smaller claims. Methods utilising the
inherent structure of such claims have been applied to the related
problems of ‘fake news’ detection [1, 6] and argumentation mining
[7]. Applying these ideas in the multi-source setting may provide
an improvement over existing truth discovery methods.

3 WORK SO FAR
This section outlines my work so far; namely an axiomatic truth
discovery framework [19, 20] and preliminary investigation into
argumentation-based truth discovery [21].

3.1 An Axiomatic Approach
In accordance with the research aims of section 2.1, in [19, 20] we
initiate work on an axiomatic approach to truth discovery using
the tools of social choice. The contributions of this work include:

• A formal framework for truth discovery capable of modelling
many existing algorithms.

• Formulation of various axioms, many adapted from the social
choice and ranking systems literature [2].

• Axiomatic characterisation of a baseline ‘voting’ algorithm,
which leads to the first impossibility result for truth discov-
ery.

• Preliminary analysis of existing algorithms with respect to
the axioms.

Future work on the framework will incorporate truth-tracking
and axioms specific to truth discovery. This is hoped to more faith-
fully capture the character of the problem and explore the similari-
ties and differences with other social choice problems.

3.2 Truth Discovery and Argumentation
It is clear that there is a link on some level between truth discovery
and argumentation. In both cases there are conflicts between objects
– conflicting ‘facts’ for truth discovery and attacking arguments
for argumentation. The interaction between attacking arguments
is well-studied in argumentation, leading to a range of semantics
for finding combinations of acceptable arguments. An interesting
question is whether truth discovery can be formulated as a special
case of argumentation. In this case semantics would automatically
induce new truth discovery algorithms. As mentioned in section 2.3,
this could bring the benefit of explainability to truth discovery.

Bipolar argumentation, where arguments may support as well
as attack each other, could be particularly useful. Indeed, in a truth
discovery datasets there are conflicts between facts, but sources
support facts which they believe to be true. Towards exploring
this idea, my preliminary work has explored the ways in which a
bipolar argumentation framework can be constructed from a truth
discovery dataset [21]. In particular, I have defined a mapping from
our truth discovery framework of [20] to bipolar argumentation,
and applied bipolar semantics to some examples. It is promising
that the induced outputs make intuitive sense in the truth discovery
context. More work is required to investigate the links on a deeper
level and find the most appropriate argumentation formalism.
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