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ABSTRACT

In multi-agent settings with mixed incentives, methods developed
for zero-sum games have been shown to lead to detrimental out-
comes. To address this issue, opponent shaping (OS) methods ex-
plicitly learn to influence the learning dynamics of co-players and
empirically lead to improved individual and collective outcomes.
However, OSmethods have only been evaluated in low-dimensional
environments due to the challenges associated with estimating
higher-order derivatives or scaling model-free meta-learning. Al-
ternative methods that scale to more complex settings either con-
verge to undesirable solutions or rely on unrealistic assumptions
about the environment or co-players. In this paper, we successfully
scale an OS-based approach to general-sum games with temporally-
extended actions and long-time horizons for the first time. After
analysing the representations of the meta-state and history used by
previous algorithms, we propose a simplified version called Shaper.
We show empirically that Shaper leads to improved individual
and collective outcomes in a range of challenging settings from
literature. We further formalize a technique previously implicit in
the literature, and analyse its contribution to opponent shaping. We
show empirically that this technique is helpful for the functioning
of prior methods in certain environments. Lastly, we show that
previous environments, such as the CoinGame, are inadequate for
analysing temporally-extended general-sum interactions1.
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1 INTRODUCTION

From personal assistants and chat-bots to self-driving cars and
recommendation systems, the world of software is becoming in-
creasingly multi-agent as these systems are continuously learning
and interacting with each other in fully cooperative, fully competi-
tive, and general-sum settings.

In this paperwe investigate interacting, learning agents in general-
sum settings. In such settings, commonly-used RL methods devel-
oped for zero-sum games can lead to disastrous outcomes [6]. For
example, in real-world scenarios like pollution and international
arms races [7, 34], such agents would fail to realise that they’re
better off cooperating, even if it means they’re potentially worse
off than their co-players. Poor performance could also lead to being
extorted in social-dilemma-like scenarios [25, 28].

While multi-agent learning research has shown great success
in strictly competitive [5, 15, 33, 36] and fully cooperative set-
tings [11, 29], this success does not transfer to general-sum set-
tings [10, 23]: In competitive games, agents can learn Nash equilib-
rium strategies by iteratively best-responding to suitable mixtures
of past opponents. Similarly, best-responding to rational co-players
leads to the desirable equilibria in cooperative games (assuming
joint training). In contrast, many Nash equilibria coincide with
globally worst welfare outcomes in general-sum settings, rendering
the above learning paradigms ineffective. For example, in the iter-
ated prisoner’s dilemma [IPD, 2, 13], naive best-response dynamics
converge to unconditional mutual defection [10] rather than Nash
equilibria with higher social welfare.

It is important that general-sum learning methods scale to high-
dimensional settings, such as those with longer-time horizons,
larger state spaces and temporally-extended actions, as these en-
vironments are more akin to the real world. In matrix games, co-
operation and defection are clearly defined atomic actions, whilst
in more complex environments such as autonomous driving, co-
operation and defection are defined over sequences of actions (e.g.
a path towards a cooperative/defective location). Scalable meth-
ods [16, 19, 27, 40] that manage to avoid unconditional defection in
these settings rely heavily on reward shaping, which blurs the line
between the problem setting (“social dilemma”) and the method.

As an alternative approach, opponent shaping (OS) methods
recognise that the actions of any one agent influence their co-
player’s policy and seek to use this mechanism to their advantage
[10, 17, 22, 38]. However, many past OS methods require privileged
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information to shape their opponents and are myopic since antici-
pating many steps is intractable. Model-Free Opponent Shaping [M-
FOS, 25] and The Good Shepherd [GS, 4] solve the issues above
by framing opponent shaping as a meta-learning problem, which
our method inherits and builds upon. However, M-FOS presents
only preliminary results on the higher-dimensional CoinGame [21]
benchmark, and GS none at all.

To scale OS agents to higher-dimensional benchmarks, we sys-
tematically evaluate the architectural components of the M-FOS
and GS algorithms. We identify two forms of memory—history
and context. History captures intra-episode information and con-
text inter-episode information. We find empirically that both are
necessary to achieve shaping. M-FOS captures both types of mem-
ory (though not completely), whereas GS does not. However, we
identify a bottleneck in the M-FOS method, as M-FOS requires two
separate policies to capture context and history, where only one
is necessary. Using this finding, we propose a new method, called
Shaper, removing the unnecessary bottleneck from M-FOS.

Beyond these memory components, we uncover another element
used implicitly in prior work but never formally introduced or
analysed: averaging across the batch of trajectories at each meta
step. This ensures that the hidden states of the opponent shaping
algorithm carry information from the entire batch, rather than
just a single batch dimension. We formalise this technique and
empirically investigate its importance. Our analysis shows that
while this technique improves previous methods like M-FOS in
certain environments, it is not essential for our proposed method,
Shaper, in typical environment settings. This highlights the value
of our formalisation and empirical analysis in understanding and
improving upon existing methods.

Shaper outperforms previous OSmethods in general-sum games
with long-time horizons and temporally-extended actions.We show-
case our performance on the “IPD in the Matrix” and “IMP in the
Matrix“ games, introduced by themelting pot suite [20]. These have
a 30x state-space than environments previously used to evaluate
OS and contain more complex interaction dynamics. Additionally,
we consider shaping on sequential matrix games with 100x longer
horizons than their previously used counterparts. We demonstrate
empirically that our simplification of M-FOS helps scalability, that
only evolutionary-based meta-learning is effective in these long-
horizon games, and that previous evaluation environments, such as
the CoinGame [21], are inadequate for analysing OS in temporally-
extended, general-sum interactions.

2 BACKGROUND

What is a Game? We formalise our environments as Partially
Observable Stochastic Games [32, POSG]. A POSG is given by the
tupleM = ⟨N ,A,O, 𝑆,T ,I,R, 𝛾⟩, where A, O, and 𝑆 denote the
action, observation, and state space, respectively. These parameters
can be distinct at every time step and also incorporated into the
transition function T : 𝑆 × A → Δ𝑆 , where A ≡ A𝑛 is the joint
action of all agents. Each agent draws individual observations ac-
cording to the observation function I : 𝑆 × 𝑁 → O and obtains
a reward according to their reward function R : 𝑆 × A × 𝑁 → R
where 𝑁 = {1, . . . , 𝑛}. POSGs represent general-sum games. The

Algorithm 1 Shaper Update: Given a POSGM, policies 𝜋𝜙𝑖 , 𝜋𝜙−𝑖
and their respective initial hidden states ℎ𝑖 , ℎ−𝑖 and a distribution
of initial co-players 𝜌𝜙 , this algorithm updates a meta-agent policy
𝜙𝑖 over 𝑇 trials consisting of 𝐸 episodes.

.
Require: M, 𝜙𝑖 , 𝜌𝜙 , 𝐸,𝑇

1: for 𝑡 = 0 to 𝑇 do

2: Initialise trial reward 𝐽 = 0
3: Initialise meta-agent hidden state ℎ𝑖 = 0

4: Sample co-players 𝜙−𝑖 ∼ 𝜌𝜙
5: for 𝑒 = 0 to 𝐸 do

6: Initialise co-players’ ℎ−𝑖 = 0

7: 𝐽𝑖 , 𝐽−𝑖 , ℎ′𝑖 , ℎ
′
−𝑖 =M(𝜙𝑖 , 𝜙−𝑖 , ℎ𝑖 , ℎ−𝑖 )

8: Update 𝜙−𝑖 according to co-players’ update rule.
9: ℎ𝑖 ← ℎ′

𝑖

10: 𝐽 ← 𝐽 + 𝐽𝑖
11: end for

12: Update 𝜙𝑖 with respect to 𝐽
13: end for

single-player case, 𝑁 = {1}, of POSGs are Partially Observable
Markov Decision Processes (POMDPs).

What is Shaping? Shaping is acting to manipulate the co-
player’s learning dynamics (and subsequent behaviour) [10], where
co-players are any other participants in the game. Newer shaping
methods frame shaping as a meta-learning problem [4, 17, 25]. We
next present themeta-learning problem setting presented byM-FOS
since our work is a simplified case of the M-FOS framework.

What is M-FOS? Conceptually, M-FOS separates the task of
shaping (the meta-game) from the task of playing the game. Specifi-
cally, themeta-game is formulated as a POMDP ⟨A,O,S,T ,I,R, 𝛾⟩
over an underlying general-sum game, represented by a POSG
M, where the overline indicates the single-agent version of the
elements defined for POSGs. In the “shaping” POMDP, the meta-
state S contains the policies of all players in the underlying POSG:
𝑠𝑒 =

(
𝜙𝑒−1
𝑖

, 𝜙𝑒−1
−𝑖

)
∈ S, where 𝑒 indexes the episodes and (𝑖,−𝑖) in-

dex all agents. The meta-observation is all observations of the previ-
ous episode in the underlying game, i.e., 𝑜𝑒 = (𝑜𝑒−1

0 , 𝑜𝑒−1
1 , ..., 𝑜𝑒−1

𝐾
),

where 𝐾 is the length of an episode. The meta-action space A con-
sists of the policy parameterisation of the inner agent 𝑖 (in practice
a vector conditioning the policy), i.e., 𝑎𝑒 = 𝜙𝑒𝑖 .

M-FOS training works as follows. The meta-agent trains over
a sequence of 𝑇 trials (denoted “meta-episodes” in the original
paper). Each trial contains 𝐸 episodes. At the end of each episode 𝑒
within a trial 𝑡 , conditioned on both agent’s policies, the co-players
update their parameters with respect to the expected episodic return
𝐽𝑒−𝑖 = E

[∑𝐾
𝑘=0 𝛾

𝑘𝑟𝑘−𝑖 (𝜙
𝑒
𝑖
, 𝜙𝑒−𝑖 )

]
, where𝐾 is the length of an episode.

For example, if the co-players were Naive Learners, i.e., agents not
accounting for the learning dynamics of the co-player, with learning
rate 𝛼 , the update is: 𝜙𝑒+1

𝑗
= 𝜙𝑒

𝑗
+ 𝛼∇𝜙𝑒

𝑗
𝐽𝑒
𝑗
, for 𝑗 ∈ −𝑖 .

In contrast to the co-player’s update, the meta-agent learns
an update function for the parameters of their inner agent, i.e.,
𝑎𝑒 = 𝜙

𝑒
𝑖
∼ 𝜋𝜃 (· | 𝑜𝑒 ), where 𝜃 is the parameters of the meta-agent.

The meta-agent optimises the meta-return 𝐽 =
∑𝐸
𝑒=0 𝐽

𝑒
𝑖
(summed
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over all episodes) at the end of a trial 𝑡 using any model-free optimi-
sation technique, e.g., PPO [31] or Evolution Strategies [ES, 30]. The
meta-agent and the inner agent are usually represented as recurrent
neural networks, such as LSTMs [14]. The meta-game setup allows
the meta-agent to observe the results of the co-player’s learning
dynamics, enabling it to learn to shape. Though not formalized or
discussed in detail in the paper, the originalM-FOS averages across
a batch of trajectories at each update step to ensure access to all
information necessary for shaping. In Section 3, we introduce a
formal definition of averaging across the batch and investigate its
role for shaping. While published concurrently, the Good Shep-
herd [4] is a simplified version of M-FOS, in which the meta-agent
and underlying agent are collapsed into a single agent without
memory that only updates after each trial. The agent is represented
by a feedforward neural network and has no memory. However, as
GS was evaluated on infinitely iterated matrix games, where the
state usually represents a one-step history, we consider GS to have
one-step history.

Where have current shaping algorithms been evaluated?

BothM-FOS and GS evaluate their shaping on infinitely-iterated
matrix games. While this is a fruitful playground to discover com-
plex strategies, such as tit-for-tat, infinitely-iterated matrix games
do not contain temporally-extended actions or high dimensional
state spaces. For example, in matrix games, cooperation simply con-
sists of playing the “cooperation” action. However, in the real world,
cooperation requires a repeated commitment to a cooperative strat-
egy (where it is often unclear whether a given atomic action is
cooperative). The CoinGame [21] supposedly addresses this short-
coming by incorporating IPD-like game dynamics into a gridworld.
M-FOS presents very preliminary results on the CoinGame with no
detailed analysis of the emerging strategies. However, as we show
in Section 4 the CoinGame suffers from pathologies that enable
shaping with simple strategies.

3 SHAPER: A SCALABLE OS METHOD

To introduce our method, we first analyse the role of memory in
meta-learning-based OS. Memory is important because it enables
a meta-agent to adapt its meta-policy within a trial since it only
updates parameters after a trial.

If the meta-agent cannot adapt their policy within a trial, a co-
player could simply learn the best-response to the meta-agent’s
policy. For example, in Rock-Paper-Scissors, the meta-agent would
be forced to play the fully mixed strategy, as any deviation from it
will be taken advantage of by the co-player. Instead a meta-agent
with memory can adapt to the co-player’s best response within a
trial and potentially achieve a better meta-return, which we show in
Section 5. Thus, memory is important if a meta-agent is to perform
well in all general-sum games.

We define two forms of memory: context and history. Let us de-
fine history as a trajectory of a (partial) episode 𝑒 ,𝜏𝑒 =

(
𝑜0
𝑒 , 𝑎

0
𝑒 , 𝑟

0
𝑒 , ..., 𝑟

𝐾
𝑒

)
,

and context as a trajectory of a (partial) trial t, 𝜏𝑡 = (𝜏0, ..., 𝜏𝐸 ). His-
tory captures the dynamics within an episode and is crucial for im-
plementing policies such as TFT that reward/punish the co-player
based on past actions. In contrast, context captures the learning dy-
namics of the co-player as it contains the co-player’s policy changes
over many parameter updates. Context is important for shaping

when the co-players update dynamics are non-stationary across a
trial or need to be inferred from the changing policy itself across
different episodes. It allows the shaper to adapt its inner policy to,
e.g., a change of the co-player’s learning rate or implicitely infer
their objective function.

Using the above definitions, we express the policies as the fol-
lowing: M-FOS : 𝑎 ∼ 𝜋𝜙 (· | 𝜏𝑒 , 𝜋𝜃 (𝑜𝑒 )) and GS : 𝑎 ∼ 𝜋𝜙 (· | 𝑜𝑡𝑒 ).
M-FOS captures one-step context via the memory of the meta-agent,
and history via the memory of the inner agent but requires two
agents to do so. In contrast, GS captures one-step history (if given
by environment) but does not require a separate inner agent.

We propose Shaper, an algorithm requiring only one agent to
capture context and history. This is accomplished via an RNN that
retains its hidden state over episodes and only resets after each trial

Shaper: 𝑎 ∼ 𝜋𝜙 (· | 𝜏𝑒 , 𝜏𝑡 ) (1)

Compared to GS, Shaper has access to history and context by
adding memory to the architecture and retaining the hidden state over
the episodes. Compared to M-FOS, Shaper only requires sampling
from one action space. To contrast Shaper toM-FOS in more detail,
we refer to Appendix.

Shaper is trained as follows. Given a POSGM, at the start of a
trial, co-players 𝜙−𝑖 ∼ 𝜌𝜙 are sampled, where 𝜌𝜙 is the respective
sampling distribution. Shaper’s parameters 𝜙𝑖 and hidden state ℎ𝑖
are randomly initialised. During an episode of length𝐾 , agents take
their actions, 𝑎𝑘

𝑖
∼ 𝜋𝜙𝑖 (· | 𝑜𝑘𝑖 , ℎ

𝑘
𝑖
). At each time step in the episode,

the hidden state of the meta-agent is updated: ℎ𝑘+1
𝑖

= 𝑓 (𝑜𝑘
𝑖
, ℎ𝑘
𝑖
). On

receiving actions, the POSG returns rewards 𝑟𝑘
𝑖
, new observations

𝑜𝑘+1
𝑖

and a done flag 𝑑 , indicating if an episode has ended.
When an inner episode terminates, the updated co-player 𝜙𝑒+1−𝑖

and the meta-agent’s hidden state ℎ𝐾
𝑖
are passed to the next episode.

This process is repeated over 𝐸 episodes in a trial. When a trial
terminates, the meta-agent’s policy is updated, maximising total
trial reward, 𝐽 =

∑𝐸
𝑒 𝐽

𝑒
𝑖
. This leads to the following objective,

max
𝜙𝑖
E𝜌 (𝜙 ),𝜌 (M)

[
𝐽
]
. (2)

In practice, the co-players optimise their parameters using some
form of gradient descent, which typically involves batching the
episodal trajectories. Assume 𝜙𝑒−𝑖 = 𝐺 (𝜙𝑒−1

−𝑖 ,𝝉𝑒−1) is some co-
player’s update function 𝐺 : R𝑃 × R𝐵×𝑇 → R𝑃 , where P is the
number of parameters of𝜙−𝑖 , 𝐵 is the batch size, i.e., number of envi-
ronments for parallel training, and 𝑇 is the length of the trajectory.
Shaper then interacts with a co-player over a batch of environ-
ments, i.e., a𝑘

𝑖
∼ 𝜋𝜙𝑖 (· | o𝑘𝑖 ,h

𝑘
𝑖 ), where a𝑘𝑖 ∈ R

𝐵×𝐴 , o𝑘
𝑖
∈ R𝐵×𝑂 ,

and h𝑘𝑖 ∈ R𝐵×𝐻 , and 𝐴,𝑂 , and 𝐻 are the action-, observation-, and
hidden-state-size respectively.

Shaper needs to account for the batched updates of the co-player
because opponent shaping requires all the information determining
the learning update of the co-player. For example, imagine Shaper
plays with a co-player across a batch of environments with different
reward functions. While the co-player updates its parameters based
on a diverse set of trajectories from many reward functions, each of
Shaper’s hidden states only observes the trajectory of its respective
reward function. Intuitively, if the reward functions are very diverse,
the update derived from the whole batch would significantly differ
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Table 1: Converged reward per episode (meta-agent, co-player) for agents trained with Naive Learners. We report reward per

episode for better interpretability. Mean and standard deviation reported across 100 seeds.

CoinGame IPD in the Matrix IMP in the Matrix

Shaper 4.63 ± 0.66, −3.35 ± 0.67 22.44 ± 1.12, 21.49 ± 0.67 0.14 ± 0.06, −0.14 ± 0.06
M-FOS (ES) 3.13 ± 0.40, 2.27 ± 0.38 15.49 ± 1.28, 23.88 ± 0.93 0.11 ± 0.07, −0.11 ± 0.07
M-FOS (RL) 0.94 ± 0.68, −0.23 ± 0.52 7.42 ± 0.21, 7.28 ± 0.15 0.04 ± 0.00, −0.04 ± 0.00
GS 5.44 ± 0.61, −4.17 ± 0.48 16.16 ± 1.33, 24.35 ± 0.83 0.00 ± 0.00, 0.00 ± 0.00
PT-NL 0.70 ± 0.58, −0.3 ± 0.47 6.33 ± 0.33, 6.96 ± 0.31 −0.17 ± 0.10, 0.17 ± 0.10
CT-NL 0.47 ± 0.83, 0.26 ± 0.30 5.56 ± 0.02, 5.56 ± 0.02 −0.10 ± 0.06, 0.10 ± 0.06

from the update estimated from a single environment trajectory, as
observed by the hidden state. We thus define the batched context as
a trajectory of a batched (partial) trial 𝝉𝑡 = (𝝉0, ...,𝝉𝐸 ).

Shaper: 𝑎 ∼ 𝜋𝜙 (· | 𝝉𝒆,𝝉𝑡 )

This insight leads to the consequence that Shaper needs to consoli-
date information across its batch of hidden states, at least at every
co-player update. To address this issue, Shaper averages over its
hidden states across the batch at each step, combined with a skip
connection to ensure “situational” awareness of the hidden state’s
respective environment (see Appendix).

h
𝑘+1
𝑖 = 𝜆

(
1
𝐵

𝐵∑︁
𝑙=0

ℎ𝑘
𝑖,𝑙

)
+ (1 − 𝜆)h𝑘𝑖 (3)

h
𝑘+1
𝑖 = 𝑓 (𝑜𝑘𝑖 ,h

𝑘+1
𝑖 ) (4)

This approach ensures that Shaper effectively shapes its co-players
while accounting for the diverse set of trajectories that inform their
gradient updates, captured by the following meta-return function
with the expectation over the batched gradient update of the co-
player:

𝐽ES = E𝜖∼N(0,𝐼𝑑 )

[
E𝜏∼𝜋𝜙𝑖+𝜖𝜎 ;𝜙𝑒

−𝑖∼𝐺 (𝜙𝑒−1
−𝑖 ,𝝉𝑒−1 )

×
[
E𝜏𝑒∼𝜋𝜙𝑒−𝑖

[
Σ𝐾
𝑘=0𝛾

𝑘𝑟𝑘 (𝜙𝑒−𝑖 , 𝜙𝑖 + 𝜖𝜎)
] ] ] (5)

4 EXPERIMENTS

Here we present the test environments and our evaluation protocol
for Shaper. We also explain our ablation experiments helping us
evaluate the role of memory in OS.

The Prisoner’s Dilemma is a well-known and widely studied
general-sum game illustrating that two self-interested agents do not
cooperate even if it is globally optimal. The players either cooperate
(C) or defect (D) and receive a payoff (see Appendix). In the iterated
prisoner’s dilemma (IPD), the agents repeatedly play the prisoner’s
dilemma and observe the previous action of both players. Past
research used the infinite IPD in their experiments [4, 10, 23, 25,
38]. In the infinite version, the exact value function and gradients
thereof are calculated directly from the policy weights [10]; In our
work, we consider the finitely iterated PD (f-IPD), where we cannot
calculate the exact value function and have to rely on sample-based
approaches such as RL and ES.

Iterated Matching Pennies (IMP) is an iterated matrix game
like the IPD. The players choose heads (H) or tails (T) and receive a
payoff according to both players’ choices. In contrast to the IPD, a
general-sum game, IMP is a zero-sum game. In the IMP one player
gets +1 for playing the same action as the other player, while the
other player is rewarded for playing a different action. Thus, the
only equilibrium strategy for each one-memory agent is to play a
random policy, resulting in an expected joint payoff of (0,0). Only
with intra-episode memory can a meta-agent observe a co-player’s
current policy and thus shape it.

CoinGame is a multi-agent gridworld environment that simu-
lates social dilemmas (like the IPD) with high-dimensional states
and multi-step actions [21]. Two players, blue and orange, move
around a wrap-around grid and pick up blue and orange coloured
coins. When a player picks up a coin of any colour, this player
receives a reward of +1. When a player picks up a coin of the co-
player’s colour, the co-player receives a reward of −2. Whenever
a coin gets picked up, a new coin of the same colour appears in a
random location on the grid at the next time step. If both agents
reach a coin simultaneously, then both agents pick up that coin (the
coin is duplicated). When both players pick up coins without regard
to colour, the expected reward is 0. In contrast to matrix games,
the CoinGame requires learning from high-dimensional states with
multi-step actions.

* in the Matrix extends matrix games to gridworld environ-
ments [35], where * is any normal-form game. For visual descrip-
tions, see Appendix. Agents collect two types of resources into their
inventory: Cooperate and Defect coins. Once an agent has collected
any coin, the agent’s colour changes, representing that the agent
is “ready” for interaction. Agents can fire an ‘interact’ beam to an
area in front of them. If an agent’s interact beam catches a “ready”
agent, both receive rewards equivalent to playing a matrix game *,
where their inventory represents their policy. For example, when
agent 1’s inventory is 1 Cooperate coin and 3 Defect coins, agent 1’s
probability to cooperate is 25%. For all details, see the Appendix.

* in the Matrix introduces a series of novel complexities for shap-
ing over the CoinGame and finite matrix games. The environment
is substantially more demanding than the previous games—it is
partially observable, has complex interactions, and much longer
time horizons. For shaping, partial observability makes temporally-
extended actions harder to estimate. Shapers are also incentivised
to speed up co-players learning, as the environment only allows in-
teractions after both agents have picked up a coin. We explore two
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(a) (b) (c) (d)

Figure 1: Evaluation results over a single trial (with co-player) compromising over 100 seeds for the CoinGame. (a) Reward, (b)

Shaper’s frequency of picking up its own colour coin, (c) state visitation, and (d) the number of coins picked up per episode.

Shaper successfully elicits exploitation with a co-player with a high state visitation for DC and strong competency.

Figure 2: Render of the IPDitM games, a multi-step,

gridworld-based general-sum game. Agents with restricted

visibility and orientation traverse a grid picking up either

Defect or Cooperate coins. (left) shows an initial state of the

game before either agent has a coin. Once agents pick up a

coin, their appearance changes, and they can interact. (right)

shows the orange agent having collected a coin and the blue

agent firing their interact beam.

specific implementations of the game: “IPD in the Matrix” (IPDitM)
and “IMP in the Matrix” (IMPitM).

For our baseline comparisons, we compare Shaper against
multiple baselines: Naive Learners (NLs), variants of M-FOS, andGS.
A NL does not explicitly account for the learning of the co-player
across different episodes. In all of our experiments, the co-player is
a NL. We train meta-agents until convergence in their respective
environments. Then, we evaluate the performance of fixed meta-
agents against new co-player (NL) initialisation 𝜙−𝑖 . Additional
implementation details and hyperparameters for each game are
provided in the Appendix.2

In finite matrix games, our NL is parameterised as a tabular pol-
icy trained using PPO. In the gridworld environments, the NL is
parameterised by a recurrent neural network and trained using
PPO. Furthermore, in gridworlds, we compare to both M-FOS op-
timised with PPO and by ES. For GS, we only use ES, consistent
with the original paper. We compare the performance of Shaper
to two different types of NL pairs: The first type, co-training NL
(CT-NL), two NLs are initialised randomly and trained together
2The codebase is open-source [37].

using independent learning. This shows that avoiding uncondi-
tional defection is a challenge in the first place. The second type,
pre-trained NL (PT-NL) instead takes an agent from a fully trained
CT-NL pair and uses it as a naive shaper baseline, i.e., trains a NL
as a best response to the fixed final policy. This ensures that the
performance of Shaper is not simply due to breaking the learn-
ing dynamics of the co-player, e.g., because the fully trained NL
deprives a randomly initialised agent of all rewards. Specific details
are provided in Appendix. Next, for our ablations, we consider
three challenges:

Context Challenge: During a trial, after 𝑘 episodes, the co-
player stops updating their parameters. When they stop updating,
the shaper’s optimal behaviour is to exploit the co-player’s fixed
policy (effectively stop shaping). We evaluate in the IPD and choose
𝑘 = 2. This challenge tests if shapers: 1) identify the sudden change
in a co-player’s learning dynamics, and 2) deploy a more suitable ex-
ploitative policy. We hypothesise that shapers without context can-
not identify the change. We evaluate Shaper and compare against
GS to understand the importance of context for shaping.

History Challenge: We reset the hidden state of Shaper be-
tween episodes, removing its ability to use context to shape (Shaper
w/o context). We evaluate in IMP, and agents must infer the co-
player’s current policy using only history. Finally, we evaluate
Shaperwithin IMP environment over short and long episode lengths
(2 and 100, respectively) to limit the relative strength of history.

Average Challenge: We also analyse the role of averaging
across the batch in matrix games by comparing the performance
difference of both MFOS and Shaper with and without averaging.

5 RESULTS

Shaping in Finite Matrix Games:We evaluate Shaper,M-FOS
and GS on finite matrix games, i.e., long-time-horizon variants of
the infinite matrix games used in prior work.We recreate previously
reported extortion behaviour in a more challenging setting [25].

Insight 1: Shaper shapes the best in long-horizon iterated

matrix games. We inspect the converged reward for each shap-
ing algorithm against a PPO agent in the IPD (see the Appendix).
Here, Shaper shapes its co-player more effectively than the base-
lines, achieving an average return of -0.13 per episode. All shaping
baselines reach extortion-like policies.
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Figure 3: Evaluation results over a single trial (with co-player) compromising over 100 seeds for the IPDitM. (a) Mean reward

per timestep, (b) mean ratio of picking up cooperate coins per soft-reset, (c) total number of coins picked up per soft-reset. The

independent learner is shown to contrast what learning without a meta-agent would look like.

Table 2: Converged reward per step (meta-agent, co-player)

for agents against Naive Learners in finite matrix games.

Shaper shapes co-players to exploitative equilibria. Mean

and standard deviation over 20 randomised co-players.

IPD IMP

Shaper -0.1 ± 0.02, -2.8 ± 0.05 0.9 ± 0.02, -0.9 ± 0.02

M-FOS -0.6 ± 0.14, -2.3 ± 0.14 0.8 ± 0.09, -0.8 ± 0.09

GS -1.0 ± 0.03, -1.3 ± 0.10 0.0 ± 0.01, 0.0 ± 0.01
CT-NL -2.0 ± 0.00, -2.0 ± 0.00 0.0 ± 0.00, 0.0 ± 0.00

Insight 2: Memory is important for shaping in the IMP.

In the IMP, Shaper exploits its opponent to achieve a score of
(0.9,−0.9) (see Table 2). As expected, GS cannot shape the opponent,
achieving a score close to the Nash equilibrium, (0.0, 0.0). With
only a single-step history, it is impossible to shape the opponent
because the opponent can switch to a random strategy between
episodes to achieve a score of at least 0. Thus memory is required to
find shaping strategies. We find thatM-FOS, an agent with memory,
shapes too. Next, we present our CoinGame results.

Insight 3: Knowing how to navigate the gridworld and pick

up coins is already enough to suppress co-player’s learning.

Towards the end of meta-training, newly initialised co-players have
to play against already competent meta-agents who have seen the
game many times. We found that in CoinGame, it was sufficient for
the meta-agents to pick up all coins before the co-player could reach
them to hinder training. Therefore, we suggest checking that the
co-player learns against pre-trained Naive Learners. This mitigates
behaviours that prohibit the co-players from learning at all. We
found that changing from a global to an egocentric observation
space in the CoinGame helped co-players learn against pre-trained
agents. Examples of sanity tests are found in the Appendix.

Reiterating Insight 1, we findmeta-agents find extortion-like poli-
cies in the CoinGame. To better understand behaviour in CoinGame,
we extend the five states from the IPD (S, CC, CD, DC, DD) to in-
clude the start states (SS, SC, SD, CS, DS). At the start of an episode,
the state is SS until a player picks up a coin. To understand how

Shaper shapes, we inspect the probability of themeta-agent picking
up a coin of its own colour at the start, i.e., SC→ CC. For exam-
ple, suppose the meta-agent were to cooperate unconditionally in
the CoinGame. In that case, it only picks up coins of their own
colour no matter the state and would relate to a high probability of
cooperating over all states.

Figure 1b demonstrates how Shaper shapes its co-players effec-
tively already at the start. The difference between cooperating in
SC and SS (25%, 15% resp.) highlights how Shaper uses context to
evaluate the exploitability of its co-player. In SS, when both agents
have not picked up coins, Shaper probes for exploitability by not
cooperating. In SC, where the co-player has already shown they are
cooperative, Shaper also cooperates. Moreover, Figure 1c shows
that CS is visited more often than DS in early episodes (18%, 15%
resp.), indicating that Shaper is shaping the co-player to form a
preference for picking up their own colour. This preference is then
exploited by Shaper as indicated by the increasing visitation of DC.
The meta-agent’s probability of cooperating in DC converges to
25%, i.e., occasionally rewarding the co-player, as never cooperating
would probably make the co-player learn pure defection.

Insight 4: CoinGame is not suitable as a multi-step ac-

tion environment. We found GS produces comparable results
to Shaper. At first, this is surprising since GS is a feedforward
network and does not have access to the history (or, at most, one
step). Therefore it should not be able to retaliate against a defecting
agent since it has no memory of their past actions. However, a close
investigation of the problem setting shows that due to particular
environment dynamics, the current state is often indicative of past
actions. For example, seeing two agents and a coin on the same
square is a strong signal that one of the agents defected since this
situation only could have arisen when either all objects spawn on
the same square (occurs with a probability of 0.12% and only at the
beginning of an episode) or when both agents went for the same
coin and the coin respawned on top of them (see the Appendix).
This illustrates that CoinGame allows for simple shaping strate-
gies that do not require context or history, limiting its utility as a
benchmark to measure temporally-extended actions.
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Figure 4: Hardstop Challenge: Average reward per timestep over an evaluation trial for Shaper (a) and GS (b) against a Naive

Learner in the IPD. Here GS fails to generalise to a co-player that stops learning after an unknown number of timesteps (unseen

during training). (c) State Visitation through the evaluation shows Shaper responds to co-players frozen policy by moving into

either DD (the best response to a defective agent) or DC (the best response to a fully cooperative agent).

Table 3: Ablations highlighting the importance of context

and history for Shaping.We report converged reward per step

(meta-agent, co-player) for agents against Naive Learners.

Context Challenge: IPD
Shaper -0.8, -2.0
Shaper w/o Context -1.25, -1.75

History Challenge: IMP (Length=2)
Shaper 0.5, -0.5
Shaper w/o History 0.0, 0.0

History Challenge: IMP (Length=100)
Shaper 0.5, -0.5
Shaper w/o History 0.5, -0.5

We continue with our results for the * in the Matrix envi-
ronments. Motivated by Insight 3, we show that co-players learn
against pre-trained agents by the number of coins collected in the
Appendix.

Insight 5: Shaper outperforms other shaping methods in

the IPDitM by a considerable margin Shaper outperforms other
shaping methods in the IPDitM by a considerable margin (see Table
1), e.g., Shaper gets ∼ 22.44 points against NL, where M-FOS gets
∼ 15.49. Furthermore, Shaper finds a collectively better equilibrium
for both players over any other shaping method, e.g., in comparison
with M-FOS, Shaper achieves (∼ 22.44,∼ 21.49) and M-FOS gets
(∼ 15.49,∼ 23.88).

Insight 6: Shaping in IPDitM leads to collectively and indi-

vidually better outcomes. Table 1 (second column) shows that
shaping (Shaper, M-FOS, and GS) leads to collectively and individ-
ually better outcomes in IPDitM compared to PT-NL or CT-NL.

Insight 7: Shaper shapes by picking up almost all coins at

the beginning of a trial. The meta-agent picks up almost all coins
in the grid in the first 20 episodes (≈ 3.5, see Figure 3c), especially
Defect coins. This leaves only Cooperate coins for co-players. Inter-
acting with a more cooperative ratio, the co-player receives some
reward, reinforcing the co-player to play a cooperative ratio in the
future. Figure 3b shows the meta-agent and co-player converge to

collecting a large ratio of Cooperate coins (≈ (0.4, 0.6)), in contrast
to independent learners (≈ 0.1) (grey dashed line). Interestingly, a
(meta-agent, co-player) pair collects more coins (≈ (3.0, 2.0)) than
a pair of independent agents (≈ (1.5, 1.5)) - this is because the in-
dependent learners maximise their return under mutual defection
only by increasing interactions within an episode.

In the IMPitM, GS does not learn to shape, as expected from
Insight 2, whereas M-FOS and Shaper does. Shaper and M-FOS
achieve similar performances. (see Table 1).

Insight 8: Shaper empirically tends to find better shaping

policies than M-FOS in IPDitM. Shaper outperforms M-FOS in
Table 1, providing evidence that Shaper scales to more complex
policies. Shaper demonstrates shaping, as indicated by the final
rewards, which are significantly higher for both agents than M-FOS
IPDitM. We postulate that asM-FOS architecture is as expressive
as Shaper, its complexities and biases hinder ES’ ability to find
optimal solutions (for training training curves, see the Appendix.

In Table 4, we show that Shaper finds policies leading to im-
proved global welfare in cross-play with M-FOS and GS. In cross-
play, the shaping algorithms are trained against Naive Learners
and evaluated against each other. This experiment motivates that
Shaper’s inductive biases leads to finding more robust policies even
when evaluated out of distribution. Note that Shaper vs. Shaper
achieves similar scores as M-FOS vs M-FOS. However, Shaper
achieves better scores against M-FOS (7.32 ± 0.34, 5.08 ± 0.36) and
GS (28.61 ± 1.82, 20.23 ± 1.27). Also, note howGS achieves its highest
payoff when playing against Shaper.

In our ablations, we find that context is beneficial for shaping
in the IMP. In the “Context Challenge”, Shaper (-0.8) outperforms
Shaper w/o Context (-1.25) (see Table 3). For shaping to occur in
this challenge, we expect methods to change their strategy at 𝑒 = 2
episodes. Shaper demonstrates dynamic shaping by switching, yet
Shaper w/o Context’s policy does not adapt and does not exploit
the stop (see Fig. 4). This result provides evidence that context is
needed to shape.

In the “History Challenge”, when playing the IMP with a small
number of inner-episodes (𝑒 = 2), we expect meta-agents with-
out context to be unable to identify co-players’ current learning
and thus cannot shape. We find that Shaper shapes agents, whilst
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Figure 5: Reward per timestep throughout training for The “Average” challenge. Results are presented over matrix games for 5

seeds. In a) and b) we evaluate OS methods on IPD and in c) and d) we evaluate on IMP. We note that batching only helps M-FOS

in the IPD. This indicates batching is only useful in sufficiently diverse environments, relative to the OS method.

Table 4: Episodic reward for in a single evaluation trial

against different OS shaping methods in IPDitM. Neither

agent takes gradient updates, but thosewithmemory Shaper

and M-FOS use memory to change their policy during the

trial. Results are reported for the row player in each match.

We report mean and std over 5 seeds.

Shaper GS M-FOS

shaper 16.48 ± 0.88 28.61 ± 1.82 7.32 ± 0.34
gs 20.23 ± 1.27 0 ± 0 1.91 ± 0.27
m-fos 5.08 ± 0.36 1.35 ± 0.28 16.25 ± 0.95

Shaper w/o Context does not shape agents as indicated by better
rewards, 0.5 vs 0.0 (see Appendix). Interestingly, we also found
that with a longer inner-episode length (𝐸 = 100), Shaper w/o
Context uses history to shape its co-player (see Appendix). This
shows that history can encode co-players’ learning dynamics in
some environments.

In the “Average Challenge”, we find that averaging across the
batch only helps M-FOS in the IPD, as it improves convergence
speed. In all other scenarios, averaging across the batch did not
significantly improve performance (see Figure 5b). Shaping agents
must approximate, via observations, a co-players update rule. If
this update is batched (such as with stochastic gradient descent),
the batching mechanism should in theory provide a better estimate.
If the batching mechanism is not required, this suggests experience
in the update is not diverse. Comparing games, the diversity of
co-player behaviours within the IMP is much less than IPD. Within
the IPD, Shaper sees no improvement with the batch mechanism
compared to M-FOS (see Figure 5a - 5b). Here we postulate that
given M-FOS has a limited context (1-step), batching provides M-
FOS with greater context such that it can infer co-player learner.
Shaper does not require averaging as it captures more context via
its hidden than M-FOS does. This suggests that moving forward,
OS methods should consider Context, History and Batching, as
mechanisms for observing the experience / learning of co-players.

6 RELATEDWORK

Opponent Shaping methods explicitly account for their oppo-
nent’s learning. Just like Shaper, these approaches recognise that
the actions of any one agent influence their co-players policy and

seek to use this mechanism to their advantage [10, 12, 17, 22, 38, 41].
However, in contrast to Shaper, these approaches require privi-
leged information to shape their opponents. These models are also
myopic since anticipating many steps is intractable due to the diffi-
culty of estimating higher-order gradients. Balaguer et al. [4] and
Lu et al. [25] solve the issues above by framing opponent shaping
as a meta reinforcement learning problem, which allows them to
account for long-term shaping, where there is no need for higher-
order gradients.

Algorithms for Social Dilemmas often achieve desirable out-
comes in high-dimensional social dilemmas yet assume access to
hand-crafted notions of adherence [40], social influence [3, 16],
gifting [27] or social conventions [19]. While these approaches can
achieve desirable outcomes, they change the agent’s objectives and
alter the dynamics of the underlying game.

Multi-AgentMeta-Learningmethods have also shown success
in general-sum games with other learners [1, 18, 39]. Similar to
Shaper, they take inspiration from meta-RL - their approach is to
learn the optimal initial parameterisation for the meta-agent akin
to Model-Agnostic Meta Learning [9]. In contrast, Shaper uses an
approach similar to RL2 [8], which trains an RNN-based agent to
implement efficient learning for its next task. Finally, Shaper is
optimised using ES, which empirically performs better with long-
time horizons than policy-gradient methods [24–26].

7 CONCLUSION

When agents interact, the actions of each agent influence the re-
wards and observations of others and, through their learning, ulti-
mately affect their behaviour. Leveraging this connection is called
opponent shaping, and has received considerable attention recently.

This paper introduces Shaper, a shaping method suitable for
high-dimensional games. We are the first to scale shaping success-
fully to long-time horizon general-sum games with temporally-
extended actions, and we provide extensive performance analysis
in these settings. We formalise the concept of history and context
for shaping and analyse their respective roles empirically. Next,
we formalise the previously implicit concept of averaging across
the batch and show that it’s helpful for previous methods to learn.
Future work might investigate scenarios where averaging across
a batch is also necessary for Shaper. Finally, we identify a funda-
mental problem in the widely-used CoinGame.
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8 ETHICS STATEMENT*

Shaping can be used for good and bad. Empirically, shaping has lead
learning agents to find more prosocial solutions in mixed-incentive
settings. However, one can imagine scenarios where shaping is
used with a negative impact on society. Assuming that learning
agents will be deployed in the real world, e.g., online learning
self-driving cars, it is important we understand how such agents
interact. Early opponent shaping research has already shown that
two naive agents mutually defect in the iterated prisoner’s dilemma
and that opponent shaping leads to the more prosocial tit-for-tat
strategy. It is important that we develop these methods further,
investigate if they keep leading to more prosocial outcomes even
in more difficult environments and if not, what improvements can
we make such that they do. In our work, we show that in grid-
worlds with temporally-extended actions and long-time horizons,
opponent shaping tends to find more prosocial solutions than Naive
Learners. Investigating shaping is important to prevent misuse of
the paradigm. We are at the beginning of fundamental research in
shaping and a better understanding of the necessary components
to achieve shaping will help us to better control shaping agents.
Opponent Shaping is still in an early phase of development, and
practical implications are limited, so immediate negative societal
influence is unlikely.
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