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ABSTRACT
Many real-world problems have multiple, conflicting objectives.
Without knowing the utility function of the decision maker, one
must extensively learn all Pareto-efficient trade-offs to make sure
that the true preferred policy is included in the learned set. Because
such thorough exploration can be expensive (especially in high-
dimensional multi-objective problems), a possible alternative is to
allow some form of interaction with the decision maker as to gain
some information about the utility function. In particular, in this
work we assume that limited queries can be made to the policy
maker to gather some information about the true utility function,
concurrently to the search process being carried out. Improving our
knowledge over the utility function narrows the search-space of the
optimal policy. In turn, this results in more relevant trade-offs used
to query the decision maker. Thus, correctly timing the queries
is crucial to maximize information gain. We refer to this setting
as fixed-budget best-arm identification for multi-objective multi-
armed bandits, which adds to the traditional arm-pull actions a
separate query-action that can be taken instead, where both actions
have fixed but separate budgets. We propose Monte-Carlo Bayesian
Utility Learning (MCBUL), a method based on Monte-Carlo plan-
ning that is able to optimize the timing of query-actions w.r.t. the
arm-pull actions. We show that MCBUL significantly improves the
chances of finding the optimal policy compared to baselines that
interact with the decision maker at fixed intervals.
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1 INTRODUCTION
Decision makers faced with real-world problems often need to
consider multiple objectives. Improving one objective often comes
at the cost of another, i.e., objectives are conflicting, and one must
find a compromise between them. For instance, using renewable
energy sources involves economical and environmental factors [24].
In the medical field, radiotherapy should generally maximize the
destruction of cancer cells while minimizing the damage to the
healthy surrounding tissue [28]. The optimal trade-offs may vary
on a case-by-case basis, as they depend on the preferences of the
decision maker.

When the preferences – or utility – of the decision maker are
known a priori, one may directly optimize on said utility and use
single-objective optimization methods [33]. However, human de-
cision makers find it challenging to express their preferences in
absolute terms, as using numbers to express preferences can be
unnatural and prone to errors [45]. In this case, they need to be
informed with the values of actual trade-offs to be able to take well-
informed decisions. Thus, explicitly multi-objective optimization
techniques are required.

In contrast to single-objective optimization, that directly learns
a single solution, multi-objective optimization methods learn the
set of all possible optimal trade-offs, called the Pareto front. Once
learned, the Pareto front stays fixed, since it does not depend on the
preferences of the decision maker. The decision maker can then use
the Pareto front to review all available policies, and use this knowl-
edge to select their preferred one [23]. As a principal downside,
searching for all these trade-offs requires extensive computational
cost. This makes it unsuitable for settings with fixed or limited
resources [3, 18].

Instead of letting the decision maker review the different trade-
offs a posteriori, we aim to make use of the reviewing process during
the learning phase, allowing is to steer the search based on the deci-
sion maker’s feedback. This approach presents several advantages.
First, we improve our knowledge over the utility function, which
narrows the search-space of the optimal policy with respect to the
user preferences. Thus, it becomes easier to refine and improve the
solution over time. Moreover, this interactivity allows for our esti-
mate of the utility function to be adapted to changing preferences
or circumstances. As the decision maker’s preferences evolve, the
policy can be updated to reflect these changes. Finally, in case the
decision maker is a person (or group of persons), their involvement
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in the learning process means they gain a better understanding
of how it works and how their preferences are being taken into
account. This can increase their trust in the system and make them
more willing to use it.

Given a fixed budget in computational resources, and a fixed
number of interactions with the decision maker, we propose to
optimize the timing of user-interactions to maximize our chances
of learning the optimal policy. We do this in the context of multi-
objective multi-armed bandits (MOMABs) using a a Bayesian ap-
proach, by learning a belief distribution over the preferences of
the decision maker. In this work, we propose Monte-Carlo Bayesian
Utility Learning (MCBUL), based on Monte-Carlo methods. At each
timestep, we perform rollouts based on our belief distributions to
recommend either an interaction or an arm-pull, and show that it
significantly improves the chances of finding the optimal policy
compared to interacting with the decision maker at fixed intervals.

2 BACKGROUND
2.1 Multi-objective multi-armed bandits
Formally, a multi-objective multi-armed bandit (MOMAB) [16] is a
tuple 𝐁 = ⟨R, 𝑢⟩, where R = {P𝜃1 , . . . , P𝜃𝐴 } is a set of parametric
multivariate stochastic reward functions P𝜃1 , . . . , P𝜃𝐴 , and 𝑢 :
R𝑛 → R is the utility function defining the preferences of the
decision maker. Given a 𝑛-dimensional vector as input, where 𝑛
represents the number of objectives, it returns a scalar preference
score. For MOMABs, each P𝜃𝑎 is a multivariate distribution with
the number of dimensions equal to the number of objectives.

The optimal policy, or optimal arm, is the arm resulting in the
maximal utility with respect to its multivariate mean:

𝜋∗ = argmax
𝑎∈A

𝑢 (𝝁𝑎), (1)

where 𝝁𝑎 is the mean of the multivariate distribution P𝜃𝑎 . In this
work, we focus on the best-arm identification setting [3] where,
given a fixed budget, the goal is to recommend the optimal arm.
This is a pure exploration setting, as there is no cost incurred when
spending budget on sub-optimal arms, as long as the optimal arm
is recommended after all the budget has been spent. Our budget
is two-fold. First, we have a computational budget, represented as
a fixed number of arm-pulls. Selecting an arm 𝑎 ∈ A results in a
sample 𝒓 ∼ P𝜃𝑎 . Second, there is an interaction budget, represented
as the number of times we ask the decision maker for feedback (i.e.,
the number of times we call 𝑢).

Most body of work in the MORL literature assumes that the
utility function is a linear scalarization over the objectives:

𝑢 (𝑽 ) = 𝒘⊤𝑽 , {𝒘 ∈ S𝑛−1}, (2)

with S𝑛−1 the 𝑛 − 1 dimensional simplex, resulting in a weighted
sum over the objectives.

For this work, we assume the reward distributions are nor-
mally distributed, as this is often the case in the bandit litera-
ture [8, 34, 36]. We assume no correlation between the random
variables of P𝜃 , as this does not affect the multivariate mean,
i.e., P𝜃𝑎 = {N (𝜇1𝑎, 𝜎1𝑎), . . . ,N(𝜇𝑛𝑎 , 𝜎𝑛𝑎 )}. Thus, 𝜃𝑎 = ⟨𝝁𝑎,𝝈𝑎⟩, with
𝝁𝑎 = [𝜇1𝑎, . . . , 𝜇𝑛𝑎 ], 𝝈𝑎 = [𝜎1𝑎, . . . , 𝜎𝑛𝑎 ] as the multivariate mean,
standard deviation for arm 𝑎, respectively.

2.2 Top-two Thompson sampling
A well-known Bayesian algorithm for best arm identification in
single-objective multi-armed bandits is called Top-two Thompson
Sampling (TTTS) [37]. The primary goal of TTTS is to distinguish
the best arm from the second-best arm. The stronger this distinc-
tion, the highest confidence it has that the estimated best arm is
indeed the optimal arm. Since the other arms are worse than the
second-best arm, their ordering does not matter, so we should avoid
spending our budget on them.

To distinguish arms, TTTS maintains a belief distribution over
each reward distribution P𝜃𝑎 , 𝑎 ∈ A. That is, TTTS estimates the
parameters 𝜃𝑎 based on the history of observed samples H𝑎,𝑡 =

{𝑟0, . . . , 𝑟𝑡−1} from P𝜃𝑎 .
We would like to compute the probability distribution P(𝜃𝑎 |

H𝑎,𝑡 ) over the possible distribution parameters, given the history
H𝑎,𝑡 . This is called the posterior distribution. Initially, when our
history H𝑎,𝑡 is empty, we are uncertain about 𝜃𝑎 and use default
parameters 𝜙𝑎 . The distribution P(𝜃𝑎 | 𝜙𝑎) is called the prior
distribution. We refer to Appendix A for further details on the
posterior distribution of a Normal distribution.

At time 𝑡 , TTTS samples from a Bernoulli distribution (typically
with 𝑝 = 0.5 of success) 𝑏 ∼ B(𝑝) to decide if it should pull the
best arm. The ordering of arms is decided by sampling from each
of the belief distributions, and sorting the arms according to their
associated sample. When 𝑏 is a success, we pull the best arm. Oth-
erwise, we aim to pull the second-best arm. The second-best arm is
decided by saving the sampled best arm, and then resampling from
each belief distribution until the resampled best arm is different
from the saved best arm. That arm is then pulled.

At 𝑡 = 0, when our beliefs have no information about the re-
ward distributions, each arm is equally likely to be selected as best.
However, as we pull arms, our belief distributions become increas-
ingly informative, and the likelihood of the highest ranked arm
corresponding to the optimal arm increases as well.

We repeat this process until the budget has been exhausted. At
this point, the arm associated with the belief distribution with the
highest mean is identified as the best arm.

3 BELIEF DISTRIBUTION OF THE UTILITY
FUNCTION

An important aspect of MOMABs is the inclusion of the utility
function 𝑢. This function is initially unknown. To find the best arm,
we need to have an understanding of 𝑢. Similarly as for arms, we
keep a belief distribution over 𝑢, which we improve over time by
interacting with the decision maker. Using this belief distribution,
we can sample utility function estimates𝑢 and rank the multivariate
samples coming from the arm belief distributions. This allows us
to pull arms following the same strategy as the TTTS algorithm.

While the utility function could be a formal process return-
ing an absolute score, in many real-world problems, the decision
maker is human. Humans find it challenging to express their prefer-
ences in absolute terms (e.g., "I like this movie 0.4 much"), as using
numbers to express preferences can be unnatural and prone to er-
rors [45]. Additionally, values may change [40] depending on the
user’s mood, which can be influenced by seemingly trivial factors
like the weather [17, 42]. On the other hand, expressing preferences
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in relative terms (e.g., "I prefer movie A over B") is easier for hu-
mans and tends to be more consistent over time [45, 56]. Therefore,
we focus on learning the utility function using relative feedback.
We can translate this process as a binary classification task where,
given two propositions, the goal is to predict if the first proposition
is preferred over the second one. Formally, given two propositions
𝒓0, 𝒓1, we define ≻ : R𝑛 × R𝑛 → {1, 0} as the binary preference
operator, where 𝒓0 ≻ 𝒓1 outputs 1 when the decision maker prefers
𝒓0 over 𝒓1, and 0 otherwise. Thus, we define each interaction with
the decision maker as a pair, where the first element is the two
propositions to compare, and the second element is the decision
maker’s answer:

⟨⟨𝒓0, 𝒓1⟩, 𝒓0 ≻ 𝒓1⟩. (3)
We keep each interaction in an interaction historyH𝑞 , which is

used to update the belief distribution over 𝑢.
We propose to use particle filtering [15, 21] as a belief distribution

over the utility function. Particle filtering uses a set of particles to
represent a distribution, where each particle is weighted according
their likelihood given the datapoints. Sampling from this belief
distribution then amounts to sampling a particle according to their
likelihood. Formally, given a set of particles 𝑥0, . . . , 𝑥𝑃 , where 𝑃 is
the total number of particles, each 𝑥𝑖 is associated with a particle
weight 𝝎𝑖 , whose value is:

𝝎𝑖 = P(𝑥𝑖 | H𝑞). (4)
The mean of the particle distribution is then the weighted aver-

age of the particles:

𝝁 =

𝑃∑︁
𝑖=0

𝝎𝑖𝑥𝑖 . (5)

Since we can freely choose how we define our particles, one ad-
vantage of particle filtering is that it can approximate distributions
of arbitrary shapes. Thus, we can represent 𝑢 by its weights (see
Equation 2). Since the weights from 𝑢 belong to S𝑛−1, we sample
our particles from it. However, as a downside, the number of par-
ticles required to accurately represent the 𝑛 − 1 simplex increases
exponentially with the number of objectives.

At the beginning of training, we assume that we do not possess
any knowledge over 𝑢. Thus, initially all particles are weighted
equally. However, with each new datapoint, the likelihood of each
particle is updated. Intuitively, we give a high likelihood to all
particles that match the decision maker’s answers to past queries,
and a low likelihood to the other particles. Given our historyH𝑞

of relative queries, the weight 𝝎 of particle 𝑥 is defined as:

𝝎 =
∏

ℎ∈H𝑞

| (𝒓0
ℎ
≻ 𝒓1

ℎ
) − 𝜂 | (𝝎⊤𝒓0

ℎ
≥ 𝝎⊤𝒓1

ℎ
), (6)

where 𝜂 accounts for potential mistakes, or change of preference
from the decision maker. Thus, when 𝜂 = 0, only the particles of
weights for which all answers of the decision maker correspond to
the solution with the highest utility have a non-zero probability of
being sampled. Moreover, these particles are equally likely.

3.1 Selecting queries for the decision maker
Although pairwise comparisons are more reliable in terms of hu-
man answers, they provide less information than absolute scores,

and are thus less effective to estimate 𝑢. It is thus important that
the pairwise comparisons are informative and realistic. For the
comparisons to be realistic, we select the solution pairs based on
our current belief distributions over arms. Moreover, since our goal
is to distinguish the top-two arms, we aim to provide queries that
further discriminate the top-two arms in terms of utility.

Inspired by Interactive Thompson Sampling (ITS) [36], an algo-
rithm for regret minimization for MOMABs, we base our query-
selection mechanism on Thompson sampling [46]. First, we sample
a utility function estimate 𝑢 from our belief distribution. Next, for
each belief distribution over arms, we sample a vectorial reward
𝒓𝑎 ∼ P

𝜃𝑎
with 𝜃𝑎 ∼ P(𝜃𝑎 | H𝑎,𝑡 ). For each arm 𝑎, we compute

its utility 𝑢 (𝒓𝑎) using the corresponding sampled rewards and the
sampled weights. We can then rank the arms according to their
computed utility. We give the samples corresponding to the top-two
ranked arms as a query to the decision maker. This allows us to
have varied queries (as they are based on samples), that focus on
a narrow region of the utility-space (the region that distinguishes
the first and the second arm). We compare the performance of our
proposed query-selection mechanism with the one used in ITS in
Appendix B, and show that this results in more pertinent queries.

4 MCBUL FOR QUERY OPTIMIZATION
Learning the utility function is tied with learning the optimal policy,
as our query-selection mechanism depends on our belief distribu-
tion over arms. Thus, we argue that we can optimize the timing of
querying the decision maker.

We propose, to the best of our knowledge, the first algorithm for
best arm identification in the multi-objective setting. Our algorithm,
Monte-Carlo Bayesian Utility Learning (MCBUL), takes inspiration
from Partially Observable Monte-Carlo Planning (POMCP) [41],
which effectuates Monte-Carlo sampling to break the curse of di-
mensionality of large search-spaces. Moreover, POMCP can cope
with partial observability of MDPs, by keeping and updating beliefs
over states. This makes POMCP compatible with our setting, as we
keep belief distributions over the arms and utility function, which
are updated with each pull, and query, respectively. Finally, since
POMCP is a planning algorithm based on tree-search, it is made
for episodic settings. This is the case for our best-arm identifica-
tion setting, where the pulling budget and query budget define the
number of timesteps that can be executed.

POMCP is an online algorithm for action-recommendation. In its
essence, it is an extension of Monte-Carlo tree search (MCTS) [13]
for partially observable MDPs (POMDPs). Although, contrary to
MDPs and POMDPs, MOMABs do not have states, we will see in
Section 4.1 that we can use the same concept behind these algo-
rithms differently in MOMABs, by considering the whole process
towards finding the best arm as a sequential decision process.

We first explain the main idea behind MCTS, as it is essentially
the same as for POMCP. At each timestep 𝑡 , MCTS performs a num-
ber of simulations, or rollouts, using a model of the environment.
All rollouts start from the current state 𝑠𝑡 and are assigned a score.
Based on these simulated rollouts, it estimates the average score 𝜇𝑎
for each action𝑎 of 𝑠𝑡 . It then recommends executing the actionwith
the highest estimated 𝜇𝑎 in the environment. This leads to a new
state 𝑠𝑡+1, at which point the process repeats: recommending an
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Figure 1: Illustration of MCBUL on a 3-arm, 2-objective MOMAB. Top-left depicts the original MOMAB, with its three arms
P𝜃𝑎 , 𝑎 ∈ A and their true means in solid blue, orange and red. The black dotted ellipses represent our current arm estimates
P(𝜃𝑎 | H𝑎,𝑡 ), with the hollow dots our mean estimates 𝝁𝑎 . Bottom-left shows the utility weight space S. The solid colors
represent the sections of S where a given arm is truly optimal (blue is always suboptimal), and the solid green line represents
the decision maker’s true preference. Thus, the optimal recommendation for this MOMAB is 𝑏1. The dotted line shows our
belief distribution over 𝑢 as weighted particles with in dashed green the currently estimated mean. — a) Sampled MOMAB from
the current belief distribution. Note that the solid lines represent the ground truth in this sampled new MOMAB, while our
dashed estimates are unchanged — b-c-d) A single MCTS-like rollout is performed, using UCB within the tree and MOTTTS
outside. — e) Our updated branch estimates are used to score the rollout (R1 = 1, as the recommended arm is also the best arm of
the sampled MOMAB). — f) We update the values of the traversed nodes with the score. — g) After multiple executions of a-f, we
pull the arm with the highest value at MCBUL’s root-node on the real MOMAB, update our estimates, and repeat the process.

action to execute in 𝑠𝑡+1, based on simulated rollouts starting from
𝑠𝑡+1. The main particularity of POMCP, compared to MCTS, is that
POMCP does not actually know the state 𝑠𝑡 (or 𝑠𝑡+1) it is currently
in. It has only a limited view on the state, and a belief distribution
P on what this state could be. For each rollout, POMCP samples
an estimated state 𝑠𝑡 , and starts the simulation from there. The
recommended action is then based on the aggregated 𝜇𝑎 estimates
over all 𝑠𝑡 samples.

4.1 Transition model for simulated rollouts
POMCP requires a model of the environment to make simulations.
We propose to create a such a model, entirely based on our belief
distributions over arms and utility function.

Although the MOMAB’s true parameters ⟨𝝁𝑎,𝝈𝑎⟩, 𝑎 ∈ A and
the true utility function 𝑢 are unknown, our belief distribution
allows us to sample a virtual MOMAB by sampling an estimated
mean, standard deviation 𝝁𝑎, 𝝈̂𝑎 ∼ P(· | H𝐴

𝑎,𝑡 ), 𝑎 ∈ A for each arm,
and sampling a utility function 𝑢 ∼ P(· | H𝑞

𝑡 ).
Moreover, we can interact with this virtual MOMAB as we would

with the real MOMAB, by pulling its arms and observing rewards
𝒓 ∼ N(𝝁𝑎, 𝝈̂𝑎), and asking queries that will be answered by 𝑢.
Thus, the total number of actions is 𝐴 + 1: 𝐴 actions to pull arms
𝑎1, . . . , 𝑎𝐴 , and 1 action to query the decision maker, using the
querying strategy explained in Section 3.1. The resulting observa-
tions can be added toH𝐴

𝑡 andH𝑞
𝑡 , which respectively update the

belief distribution over arms and utility function. The total number
of interactions 𝑇 with this virtual MOMAB (and thus the length of
an episode and maximal depth of the search tree built by POMCP) is
defined by the sum of the leftover query budget and pulling budget.

4.2 Simulating rollouts
Recommending an action is based on simulated rollouts. To identify
with the highest confidence possible which action to recommend,
the rollouts use a targeted exploration of the availablemodel defined
in Section 4.1. This is done by building a tree of the possible action-
sequences, and following the most promising branches of this tree.

Initially, our tree consists of a root-node (Figure 1a), correspond-
ing toH𝐴

𝑡 andH𝑞
𝑡 .This belief-node has one child-node per possible

action, called action-node. Executing the corresponding action on
the available model results in an updated belief H𝐴

𝑡+1,H
𝑞

𝑡+1. Thus,
the tree alternates between belief-nodes and action-nodes.

Each node keeps track of the number of times it has been visited
(the visitation count), as well as the average return of all rollouts
passing through that node (the value of that node).

A rollout is split in 4 phases. In the first phase, we walk down our
current tree (Figure 1b). At each belief-node, we select an action-
node based on the Upper Confidence Bound [4], as is done in MCTS
and POMCP. We execute the action in the virtual MOMAB, leading
us to an updated belief distribution. If this belief does not correspond
to a child-node of the selected action-node, we go to the next phase.
Otherwise, we walk to that child-node, and repeat the process.

Thus, the second phase starts from an action-node that leads to a
belief that has not been encountered before. We create a new belief-
node, and add it as a child of the current action-node (Figure 1c).
Since this occurs at every rollout, each rollout creates one belief-
node. The tree-size is thus proportional to the number of rollouts.

Next, the third phase starts from the newly created node, and
executes a fixed policy in the virtual MOMAB until all leftover
budget has been used (Figure 1d). We then assess the performance
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of the rollout using a scoring function (i.e., the rollout’s return,
Figure 1e), which we explain in more detail in Section 4.4.

Finally, the return is backpropagated, updating the visitation
count and value of each visited node during this rollout (Figure 1f).

For each rollout, we sample a different virtual MOMAB. This
ensures that the recommended action at the root-node is the best
one across our whole belief distribution. However, this comes with
some challenges. Mainly, the quality of the estimated values at the
root-node are significantly impacted by the branching factor of
the tree, as a larger branching factor requires exponentially more
simulations. We note 2 different branching factors, one for the
belief-nodes, and another for the action-nodes. Each belief-node
has one child for each possible action. Thus, the branching factor
increases with the number of possible arms. Hence, we expect a
decrease of performance for MOMABs with a large number of arms.
This is a known problem for tree-search approaches such as MCTS
and POMCP, and multiple approaches have been proposed to cope
with large action-spaces, typically by keeping a small subset of
candidate-actions [9, 11, 12, 20].

Analogously, action-nodes have a branching factor that depends
on the number of subsequent encountered beliefs. However, each
H𝐴

𝑡+1,H
𝑞

𝑡+1 is unique, as pulling an arm in our virtual MOMAB
results in a continuous reward-vector. As such, the branching fac-
tor for belief-nodes is infinite, bounding the tree-depth to 3: the
root-node, the actions executable from it, and finally an endlessly
growing number of next-belief-nodes. To ensure a meaningful tree-
search, we need to cope with this infinite branching factor.

4.3 Aggregating belief-nodes together
A straightforward way of dealing with continuous state-spaces is
to discretize the states. For our setting, this amounts to splitting the
range of possible reward values in a fixed number of bins. We can
decide on the branching factor by choosing the number of bins. A
higher number of bins increases the accuracy of the discretization,
at the cost of a higher branching factor.

We use an adaptive binning mechanism, based on the belief
distribution over the arm we are currently pulling. As the belief
distribution becomes more accurate, due to the additional samples,
then the bins become increasingly precise. Since, in our setting, the
reward-distributions follow a Normal distribution, its conjugate
prior is a Normal-gamma distribution (see Equation 12 in Appen-
dix A). We use the estimated mean and standard deviation from the
conjugate prior to produce the boundaries between each bin.

Concretely, we compute a range of possible values [𝜇−𝑐𝜎, 𝜇+𝑐𝜎],
where 𝑐 is a constant defining up to how many standard deviations
we can be away from the estimated mean, that we partition equally
between the chosen number of bins. We set, using prior hyperpa-
rameters 𝛼 = 1

2 , 𝛽 = 0.1:

𝜇 = 𝜇,with 𝜇 the sample mean,

𝑘 = 𝛼 + 𝑁

2 ,with 𝑁 the number of samples,

𝜏 =
(𝛽 + 𝑁

2 𝜎̂
2)−1, with 𝜎̂ the sample standard deviation,

assuming a zero-prior,

0.2
0.4
0.6
0.8
1

𝑜 1

0.4 0.6 0.8 10.2
0.4
0.6
0.8
1

𝑜0

𝑜 1

0.4 0.6 0.8 1
𝑜0

Figure 2: Example of produced bins, depending on the num-
ber of samples. As the number of samples increases, our
belief distribution becomes more precise, which means the
bins better match the reward distribution.

𝜎 =

√︂
1
𝑘𝜏

, since 𝑘𝜏 is the mean of a Gamma distribution.

Figure 2 shows an illustration of our binning method depending
on the number of samples, using 10 bins per objective-dimension.
It displays, in orange, the bivariate normal distribution (up to 2
standard deviations) from which the samples (in blue) are drawn.
The grid (in black) represent the different bins. As the number of
samples increase, so does the confidence of the belief distribution
in its estimation of the mean and standard deviation. The bins
increasingly concentrate around the true distribution.

Our adapted binning allows for an automatic segmentation of the
sampled rewards. However, the number of bins required to split the
state-space increases exponentially with the number of objectives.
Still, we argue that, when the number of objectives are limited,
binning is a reasonable approach, as it is conceptually simple and
adaptive to each individual belief distribution.

4.4 Evaluating rollouts
Since we can cope with the infinite branching of belief-nodes, we
can execute simulated rollouts that each will increase the size and
depth of the search tree. At the end of a rollout, we need to assess
its quality. Since our aim is to provide the best arm within a fixed
budget, we would like our algorithm to recommend the action that
maximally increases our chances to find this best arm. As such, our
scoring function should reflect this.

Since we can best assess the quality of a rollout after it has been
executed, and the score is backpropagated through the tree, we
only provide a score at the end of each simulation. This score is
computed using the posterior belief over arms and over the utility
function, since they define our estimate over the best arm.

To assess the importance of the scoring function compared to
the number of rollouts, we have analyzed 2 alternative scoring
mechanisms. As a first scoring function, we compute our estimated
utility of each arm, by using the estimated mean of the posterior
belief over the utility function and the estimated mean of each arm.
If the arm with the highest estimated utility, i.e., the proposed best

Full Research Paper  AAMAS 2024, May 6–10, 2024, Auckland, New Zealand

1615



arm, matches the best arm from the simulated bandit generated at
the root node of our tree, the simulation is considered a success,
and returns a score of 1. Otherwise, the simulation is considered a
failure, and the returned score is 0:

R1 =

{
1 if 𝑎∗ = 𝑎∗ 𝑎∗ = argmax𝑎∈𝐴 𝝁⊤𝑢 𝝁𝑎
0 otherwise,

(7)

where 𝑎∗ is the proposed best arm. This is the same way we would
recommend the best arm to the real decision maker (and not the
simulated utility function in our algorithm). Since each node keeps
track of the average score from all simulations passing through
that node, the scores of the action-nodes at the root represent the
probability of recommending the best arm to the decision maker.

Not only is this scoring function aligned with the goal of our
problem setting, it has also the advantage of being computationally
inexpensive, which allows us to spend the computational budget
on additional simulations, thus improving the accuracy of the esti-
mated probabilities at the root’s action-nodes. However, due to its
binary nature, this scoring function is sparse. Moreover, since the
success depends on our initial belief over the MOMAB, it can be
noisy. Thus, many simulations are required for accurate best arm
identification probabilities at the root node.

The first scoring function requires many simulations for accurate
best arm identification probabilities at the root node. When the
branching factor becomes too large, this can become an issue. Thus,
we envisage a second, less sparse and more informative scoring
function. We take inspiration from TTTS which, to identify the best
arm, aims to discriminate the best and second-best arm as much
as possible. Similarly, we estimate the confidence of our posterior
belief at the end of the simulation in recommending the best arm.

To compute this confidence score, we sample weights and arm-
rewards multiple times from our posterior belief over the MOMAB.
For each arm, we count the number of times it is recommended as
best. This gives us a recommendation percentage for each arm. The
returned score is the highest recommendation percentage.

More formally, assume we sample 𝑁 times, for each arm 𝑎, its
estimated mean 𝝁𝑎 ∼ P(· | H𝐴

𝑎 ), and a utility function 𝑢 ∼ P(· |
H𝑞). Let us call the 𝑛-th samples 𝝁𝑛𝑎 and 𝑢𝑛 respectively. Then we
have:

R2 = max
𝑎

𝑁∑︁
𝑛=0

𝛿 (𝑎, 𝑛) (8)

𝛿 (𝑎, 𝑛) =
{
1, if 𝑢𝑛 (𝝁𝑛𝑎 ) > 𝑢𝑛 (𝝁𝑛

𝑏
) ∀𝑏 ∈ 𝐴−𝑎,

0, otherwise.
(9)

Since the recommendation percentage depends on the number
of times we sample from our posterior belief, it is more compu-
tationally expensive. However, it might be a beneficial trade-off
depending on the properties of the bandit (e.g., number of arms,
number of objectives).

5 EXPERIMENTS
WithMCBUL, our aim is to optimize the timing of the query process.
To assess the impact of this timing, we propose a baseline algorithm
that uses fixed timings to query the decisionmaker.We use different
variants of this baseline, that have different timings.

5.1 Multi-objective TTTS
For single-objective optimization, TTTS is an efficient algorithm
for best-arm identification. We propose to extend it to the multi-
objective setting, by learning multivariate belief distributions over
the arms. We call this algorithm multi-objective top-two Thompson
sampling (MOTTTS).

If learning the utility function and learning the optimal arm are
separate, disjoint processes, we can do one process followed by the
other one. Thus, our first variant asks all queries first, based on the
initial belief distributions over arms, then learns the optimal policy
using the learned utility function. This variant is MOTTTS-start.

Analogously, our second variant first learns the belief distribu-
tions over the arms, then asks all the queries based on these learned
beliefs. We call this variant MOTTTS-end.

Finally, to assess the impact of combining both processes to-
gether, we propose a third variant, where the timing of each query
is spread out equally over the arm-pulling budget. We call this
variant MOTTTS-interleaved.

5.2 Experimental setup
All our experiments are performed on randomly generatedMOMABs.
So that learning the optimal policy is challenging, i.e., it is not pos-
sible to reliably find the optimal policy by randomly pulling arms,
we enforce some properties on the generated bandits. For example,
so there can be different optimal arms depending on the utility
function, we ensure a percentage of arms are non-dominated (40%
in our experiments). More details are provided in Appendix C.

To provide further insights on the generated bandits, we include
additional baselines that serve as upper and lower bounds on the
probability of identifying the optimal arm. As an upper bound, we
assume knowledge of the utility function, and apply TTTS on the
utility of the sampled multi-objective rewards, which is equivalent
to MOTTTS without having to learn the utility function. We call
this upper bound MOTTTS-cheat.

As a lower bound, we use a round-robin strategy, i.e., the arm-
pulling budget is split equally for each arm. After pulling each arm
the same number of times, all queries are asked to learn the utility
function. This strategy avoids pulling arms in a smart way and does
not take advantage of the learned belief distributions over arms.

We generate 30, 2-objective MOMABs, and perform 1000 ex-
periments on each MOMAB. We use 100 particles equally-spaced
over the 𝑛− 1 simplex, initialized with uniform probability-weights.
We set the UCB exploration factor 𝛽 to 0.1. We set the noise 𝜂
accounting for mistaken answers by the decision maker to 0.05.

5.3 Baseline results
Results for the baselines are displayed in Table 1. For each baseline,
we report the best arm identification percentage (BAI%) averaged
over all MOMABs. Since the generated MOMABs are different, it is
more difficult to find the optimal arm for some than for others. This
means the BAI% inherently varies across MOMABs. As such, we
did not find any insight in including the standard deviation. Instead,
we report the percentage of MOMABs for which each query-timing
outperforms the others in terms of BAI% (i.e., WIN%1 in the Table).
1These percentages do not exactly sum to 100, due to the rare occurrences where
performance is equal.
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MORobin-end MOTTTS-start MOTTTS-end MOTTTS-interleaved MOTTTS-cheat
BAI% 66.96% 72.70% 67.80% 75.07% 83.29%
WIN% N/A 13.53% 0.11% 86.38% N/A

Table 1: Comparisons between our MOTTTS-based baselines. The round-robin strategy and the "cheat" version of MOTTTS
which uses the true utility function are shown on the side as lower and upper bounds respectively. We show the best-arm-
identification percentage (BAI%) for each strategy, based on 100000 experiments on 10000MOMABs. We do not show the standard
deviation, as the different MOMABs exhibit different properties. In its place, the WIN% value represents the proportion of
MOMABs in which each variant has the highest BAI%. We see that MOTTTS-interleaved performs best in both metrics.

103 104 105 106
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90
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I%

MOTTTS-cheat
MOTTTS-interleaved

MCBULR1
MCBULR2

103 104 105 106
0

50

100
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Figure 3: Best-arm-identification percentage (BAI%) of MCBUL depending on the number of rollouts. MCBULR1 uses the binary
scoring function, while MCBULR2 estimates the posterior confidence with 1000 samples. We note that MCBULR1 needs one
order of magnitude more rollouts than MCBULR2 to reach similar performance in BAI%. However, since the binary scoring
function is less expensive to compute, the wall-time is similar. We observe that, given enough rollouts, the timing of the queries
proposed by MCBUL results in a higher BAI% than the MOTTTS-interleaved baseline. Moreover, for similar wall-time, using
the second scoring function results in a higher BAI% than using the binary scoring function.

First, we notice that, as expected the round-robin strategy per-
forms worst, as it does not use targeted exploration. Second, we
observe that knowing 𝑢 does indeed result in better performances,
as the MOTTTS-cheat upper-bound baseline performs best. Next,
we observe that asking all queries before pulling arms results in a
better performance than asking all queries after having used up the
pulling budget. Since, at the start of training, we use uninformative
belief distributions, our query-selection strategy (see Section 3.1)
samples different utility functions, and random vectorial rewards,
resulting in diverse queries. While not realistic, these queries allow
to narrow down the range of possible utility functions, resulting in
a more reliable ranking of arms during the arm-selection steps.

In contrast, having no information on the utility function means
each non-dominated arm is potentially optimal. Thus, for all these
arms, an accurate belief distribution is required, resulting in the
pulling budget being split across more arms than necessary. Even
if, afterwards, the queries are realistic, the uncertainty on the belief
distributions over arms might be too high to accurately select the
best arm. Indeed, we observe that the performance of MOTTTS-end
is similar to the lower-bound, MORobin-end, as the exploration has
been spread over too many arms.

Across all the query-selection timings, MOTTTS-interleaved
performs best. This indicates that improving knowledge over the
utility function and improving knowledge over the policy’s search

space are intertwined processes. As an additional analysis, we ob-
serve using the WIN% that on 86.38% of the MOMABs, MOTTTS-
interleaved has a higher BAI% than both theMOTTTS-start baseline
and the MOTTTS-end one. This supports our conclusion about the
intertwined processes.

Finally, although MOTTTS-interleaved has the highest BAI%
across the query-selection variants, there is still a large gap with
the upper-bound performance, which reaches 83.29%. We believe
that, by further optimizing the timing at which the queries are
asked, we can close this gap.

5.4 MCBUL results
Results are shown in Figure 3. We show MCBUL using the 2 scor-
ing functions. MCBULR1 uses the binary scoring function, while
MCBULR2 estimates the posterior confidence with 1000 samples.
We analyze the effect of the number of rollouts on MCBUL’s perfor-
mance, by repeating the experiments with an increasing number of
rollouts. We note that, since MCBULR1 uses a less computationally
expensive scoring function than MCBULR2 , it can perform more
rollouts for similar wall-times (in this case, one order of magni-
tude more). This is why we perform experiments with 104, 105, 106
rollouts for MCBULR1 , and 103, 104, 105 rollouts for MCBULR2 .

In general, the BAI% increases with the number of rollouts. Pro-
vided enough rollouts, MCBUL beats theMOTTTS-interleaved base-
line, for both scoring functions. However, for similar wall-times,
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MCBULR2 systematically outperforms MCBULR1 . Thus, it seems
that using a more informative scoring function has a higher impact
on performance than increasing the number of rollouts. MCBULR2
with 105 rollouts reaches a BAI% of 78.38%, compared to 74.48% for
MOTTTS-interleaved and 85.26% for the upper bound, MOTTTS-
cheat. Since we can maximally improve the BAI% by 10.78% com-
pared to the baseline, the 3.9% improvement byMCBULR2 represent
a substantial increase in performance. Moreover, looking at the cor-
responding WIN% value on Figure 3, we see that MCBULR2 has a
higher BAI% than MOTTTS-interleaved on 100% of the generated
MOMABs, showing that it reliably optimizes the timing of queries,
regardless of the MOMABs’ properties. In contrast, MCBULR1 with
106 rollouts has a higher average BAI%, but is better than MOTTTS-
interleaved on 73.33% of the generated MOMABs. Moreover, we
expect the WIN% and BAI% to increase as we increase the number
of rollouts. Since the best-arm-identification setting is not neces-
sarily an online setting, we expect this to be possible depending on
the problem at hand. Thus, our MCBUL algorithm learns different
timings depending on the MOMAB, pulling arms more efficiently
with respect to the estimated utility, resulting in a higher chance of
finding the best arm than when using a fixed timing for queries.

6 RELATEDWORK
While, to the best of our knowledge, we are the first to propose an
algorithm for best arm identification in the multi-objective setting,
this setting is related to different areas of work.

MOMABs [16] have been studied to learn the set of Pareto op-
timal policies [19, 30]. Yahyaa et al. [52, 53] assume Bernoulli dis-
tributions over the rewards, and additionally aim for a fair pulling
of all Pareto-efficient arms. These methods minimize the regret
using a multi-objective performance metric. For example, Daulton
et al. [14] learn the set of Pareto-efficent arms using a fast approxi-
mation of the expected hypervolume improvement, while Belakaria
et al. [5] select the action that maximizes information gained about
the Pareto front. Also, the Pareto front can be learned by sampling
different scalarization functions, based on the hypervolume [54].

In contrast to these methods that do not assume knowledge over
𝑢, MOMABs have been used for known utility functions in con-
strained optimization, either optimizing a single objective subject to
predefined linear constraints [29], or non-linear constraints [43, 44].
For MABs, this has been used in the context of clinical trials, by
identifying dosages that satisfy toxicity constraints [39].

Instead of constraints, another approach is to provide an order
of preferences over the different objectives, and incorporate that
into a multi-objective Bayesian optimisation framework [1].

More closely related to our setting, Paria et al. [32] minimize the
regret of MOMABs by randomly sampling utility functions. The
sampling strategy can incorporate prior knowledge over 𝑢, thus
fine-tuning the set of optimal arms. While they do not incorporate
a way to choose or update this prior, they argue their method is
compatible with potential updates of information over preferences
during the optimization process.

One other work that considers interactive preference learning for
MOMABs is [2]. Like in our work, they incorporate pairwise relative
queries, and they use parametric utility functions. Moreover, on top
of linear utility functions, they consider quadratic and exponential

utility functions. However, they focus on regret minimization, and
ask queries at fixed intervals, like ITS [36].

Our query-strategy is based on Thompson sampling so we can
quickly propose queries. Alternative strategies based on volume
removal maximization [38], information gain [6, 7, 22, 48] or re-
gret [49] have been proposed to efficiently learn 𝑢.

Finally, preference learning has been considered in contextual
MABs [26] and RL [50, 51]. However, while they use relative queries,
they use partial trajectories, or states, instead of multi-objective
trade-offs [10, 27]. Interestingly, [55] consider both pairwise relative
preferences and ranking preferences, by ordering 4 samples.

7 CONCLUSION AND FUTUREWORK
Wehave shown that learning both the utility function and the policy
requires an intertwined approach, as demonstrated by MOTTTS-
interleaved which performs the best out of all baselines. Because
MOTTTS-interleaved suffers from a significant performance gap
with respect to the (unachievable) multi-objective TTTS oracle
upper bound, we argued that its strategy can still be significantly
improved. For this reason, we propose MCBUL2, a Bayesian ap-
proach towards query-timing optimization for best-arm identifi-
cation. Given enough simulated rollouts, MCBUL can accurately
estimate which action maximally improves its belief over the best
arm in terms of utility. As an additional feature, MCBUL only re-
quires information about the utility function in the form of relative
queries, which are easier to gather from human decision makers.
We showed how MCBUL achieves higher identification scores in
multiple generated mo-bandits than the competing baselines.

While the concept of the MCBUL algorithm can be applied di-
rectly on many multi-objective problems, the implementation we
demonstrated in this work has twomain limitations. The first is that
our work showcases MCBUL only on MOMABs with linear util-
ity functions. While particle filtering should be adaptable to more
complex settings, for example those using non-linear parametric
scalarization functions [47], the number of particles required to
cover the parametric space increases exponentially with the num-
ber of objectives. As an alternative, MCBUL could be adapted to use
Gaussian Processes (GPs) to model non-linear utility functions [35].

The second limitation is that, due to the fact that computing the
return of a single rollout is (in relative terms) a fairly expensive
operation, MCBUL finds it difficults to deal with settings with large
number of arms and/or objectives. In these cases, the top branches
cannot be explored enough without an excessive computational
cost, which limits MCBUL’s applications. A possible way to deal
with this issue is to apply adaptive particle filtering techniques that
allow to only resample filters in more interesting regions of the
weight space [25, 31]. We could similarly scale our experiments to
MOMABs with more arms, by using, e.g., progressive widening [9,
12] on the actions in MCBUL’s search tree.
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