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ABSTRACT
Misinformation and disinformation in agent societies can be spread
due to the adoption of dishonest communication. Recently, this
phenomenon has been exacerbated by advances in AI technologies.
One way to understand dishonest communication is to model it
from an agent-oriented perspective. In this paper we model dishon-
esty games considering the existing literature on lies, bullshit, and
deception, three prevalent but distinct forms of dishonesty. We use
an evolutionary agent-based replicator model to simulate dishon-
esty games and show the differences between the three types of
dishonest communication under two different sets of assumptions:
agents are either self-interested (payoff maximizers) or competi-
tive (relative payoff maximizers). We show that: (i) truth-telling is
not stable in the face of lying, but that interrogation helps drive
truth-telling in the self-interested case but not the competitive case;
(ii) that in the competitive case, agents stop bullshitting and start
truth-telling, but this is not stable; (iii) that deception can only
dominate in the competitive case, and that truth-telling is a saddle
point in which agents realise deception can provide better payoffs.
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1 INTRODUCTION & BACKGROUND
The literature in philosophy and AI identifies three main types of
dishonest communication, namely lying, bullshitting1, and decep-
tion [10, 14, 17]. Each type of dishonesty is produced by an agent
under different epistemological conditions. In this paper, we aim
to model lying, bullshitting, and deception, based on the three def-
initions given by [14], who modelled the them in agent-oriented
programming languages (AOPLs) based on the definitions of lying
and bullshit by [7], namely:
1We understand that the term ‘bullshit’ might be offensive in certain contexts. However,
here it is used to refer to a particular form of dishonesty previously studied and well
defined, using this term, in the literature [7, 15].
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Lying - The dishonest behaviour of an agent A to tell another
agent B that ¬𝜙 is the case, when in fact A believes that 𝜙 is the case.

Bullshit - The dishonest behaviour of an agent A to tell another
agent B that 𝜙 is the case, when in fact A does not know if 𝜙 is the
case.

Both lying and bullshitting can be intentional or unintentional.
When an agent intends that the target believes the untruthful state-
ment it communicates to be true, lying happens, whereas when an
agent intends the target to believe that what it communicates to
be true irrespective of the actual truth-value of the communicated
statement, then bullshitting happens.

Deception - The intentional process of an agent A to make another
agent B believe something is true (false) that A believes is false (true),
with the aim of achieving an ulterior goal.

The shrouded master of the triangle of dishonesty, deception,
is ultimately the most complex, sophisticated and most difficult
to detect if well performed. Deception is more fine-grained w.r.t.
intentionality. When an agent attempts deception from a practical
reasoning perspective, this is always an intended process and can
comprise of both lying and truth-telling [12]. However, under cer-
tain circumstances, the target might be so skeptical or biased that
deception happens even if the deceiver does not intend it to [20]. Or,
in the case of deception in nature, it is an intrinsic evolutionary trait
of a species, e.g. green fungi that attract insects for reproductive
purposes [25]. Others argue that deception in animals can actu-
ally indicate higher-cognition in some species [23]. Furthermore,
it has been theorised that both deception and deception detection
have evolved during natural selection, and that both are crucial
drivers of complex adaptation in agents on multiple levels, namely
physiological, social, and cognitive [2]. Yet, our understanding of
deception and its role in the evolution of cognition is still in its
infancy [3].

From an evolutionary perspective in Artificial Intelligence (AI),
[21, 22] have studied deception in hybrid self-organising agent
societies, comprised of agents that learned through imitation and
exploration, bymodelling knowledge sharing as public goods games
and then later showed how an arms race in Theory of Mind is trig-
gered by the presence of deception [18]. A different approach was
taken by [8], who have studied the evolution of multiple types of
deceptive strategies using an iterated prisoner’s dilemma game.
Additionally, [6] have studied the evolution of preferences in de-
ceptive signalling games using the bounded confidence model, and
[5] developed a model to specify coordinated deception strategies
in adaptive software architectures.

In this paper we take a new approach and adopt the three types
of dishonesty and apply evolutionary agent-based modelling with
replicator dynamics, similarly to the approach by [16], in order
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Table 1: Parameters

P Value
Game parameters

𝛼 [0, 1] value of information
𝛽 [0, 1] false information factor
𝜖 [0, 1] penalty of exposure
𝜌 [0, 1] bullshitting factor/reputation gain
𝛾 [0, 1] investigation factor
𝜃 [0, 1] deception factor

System parameters
G 10 generations
R 100 replication steps simulated in each generation

to study the effects of the 2-agent interaction outcomes on agent
societies where agents can choose between one of the dishonest
strategies and two other cooperative strategies of communication.

2 MODELLING DISHONESTY GAMES
In agent societies, these three types of dishonest behaviour are being
used alongside cooperative and punishment behaviours. Dishonesty
might give communicative agents some evolutionary advantages
over others, as it happens in nature according to [25]. Each of
the following games are designed to check how a population of
agents evolves using replicator dynamics. In each game there are
three strategies present, one strategy being either of the three
dishonest strategies, namely lying (L), bullshitting (B), or deceiving
(D). The other two cooperative strategies are always truth-telling
(T), which is the strategy of communicating truthfully when sharing
information, and investigation (I), which represents the strategy
of communicating truthfully and fact-checking the agents that use
dishonest strategies.

Every game is a 2-player game. This means that the agent-agent
interactions always happen in pairs, i.e. payoffs are a 3x3 matrix
that represent the payoffs the agents get when they interact with
another agent of the same or different strategy.

We assume that information is not spread through the popula-
tion, i.e., agents do not re-share information that they learnt from
other agents, but only draw on their own prior expertise when
sharing information. This allows us to ignore the possibility that
incorrect information received from another agent may be passed
on unwittingly by cooperators. However, an extension of this model
to explore the spread of misinformation could prove interesting.
We make two sets of assumptions regarding the games.
Assumptions
We study and compare the evolutionary dynamics under two dif-
ferent assumptions:
(i) Self-Interested Assumption: Agents only care about the pay-
offs they receive – this forms our set of base games;
(ii) Competitive Assumption: Agents care if they do better than
others, irrespective of the absolute magnitude of their own payoffs
– this leads to game variants which we denote with an X.
Before we describe the payoffs agents get when they play dishon-

esty games, i.e. choose dishonest strategies, or meet other agents
that use dishonest strategies, we first describe the payoffs they
get when they choose to play cooperative strategies when they

meet other agents that also use cooperative strategies in the con-
text of multi-agent communication, i.e. when Truth-Tellers and
Investigators meet other Truth-Tellers and Investigators.

Truth-Teller-meets-Truth-Teller (TT). When a Truth-Teller
meets another Truth-Teller they exchange new information in a
truthful manner. The value of the truthful information is repre-
sented by 𝛼 . Hence, each Truth-Teller gains the value of new in-
formation 𝛼 . Under the competitive assumption, each Truth-Teller
gains 0, because the agent it interacts with it gains the same payoff.

Truth-Teller-meets-Investigator (TI). When a Truth-Teller
meets an Investigator they exchange new information in a truthful
manner. Hence, the Truth-Teller gains the value of new informa-
tion 𝛼 . When an Investigator meets a Truth-Teller they exchange
information in a truthful manner. Hence, The Investigator gains
𝛼 − 𝛾 , the value of the new information minus the cost associated
with fact-checking that information. In the competitive case, the
Truth-Teller gains 𝛾 , because even if it communicates truthfully
with the Investigator, the Investigator still has to pay 𝛾 in order
to fact-check the exchanged information. Under the competitive
assumption, the Investigator gains −𝛾 , because compared to the
truth-teller, it still needs to fact-check information.

Investigator-meets-Investigator (II). When an Investigator
meets another Investigator, they both exchange truthful informa-
tion and also fact-check each other. This type of information ex-
change could represent an ideal evidence-based interrogation dia-
logue, as described by [26], where both agents are cooperatively
and only partially information-seeking (because they can access the
received information somewhere else to fact-check it). Hence, each
Investigator gains the same payoff as if it meets a Truth-Teller minus
the cost of fact-checking 𝛼 − 𝛾 . Under the competitive assumption,
the Investigators gain 0.

2.1 The Liar’s Game (LTI)
In this game, agents can choose to lie (L) or tell the truth (T) based
on their beliefs about the state of the world, or investigate the state
of the world, tell the truth, fact-check what others say and punish
others if they intentionally spread lies (I). - see Tables 2,3. Possible
outcomes from interactions:

Liar-meets-Truth-Teller (LT). The Liar gains the information
value 𝛼 , provided by the truth-teller. The Truth-Teller gains the
value of the information, 𝛼 , but some or all of this information is
false. The cost of this falsity is 𝛽 , so it gains 𝛼 − 𝛽 . For example,
if all of the information exchanged is false, 𝛽 = 𝛼 and there is no
value to the information gained. If 𝛽 < 𝛼 then some residual value
remains in the information. If 𝛽 > 𝛼 then the cost of receiving false
information is worse than receiving no information at all. Under
the competitive assumption, the Liar gains 𝛽 because it is the cost
imposed by the Liar on the Truth-Teller. Under the competitive
assumption, the Truth-Teller gains −𝛽 .

Liar-meets-Liar (LL). Each Liar gains the information value 𝛼 ,
but some or all of this information is false, at a cost of 𝛽 , so they
each gain 𝛼 − 𝛽 . Under the competitive assumption, the Liar gains
0 because the Liars cancel each other out.

Liar-meets-Investigator (LI). Liar gains 𝛼 if it meets the In-
vestigator. If we also consider the penalty for exposure 𝜖 , then
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Liar gains 𝛼 − 𝜖 . When an Investigator meets a Liar, it gains the
information value and pays the cost of fact-checking 𝛼 − 𝛾 .

Under the competitive assumption the Investigator gains −𝛾 ,
while the Liar gains 𝛾 , as this is the cost the Liar imposes on the
Investigator. If we take into account the penalty for exposure under
the competitive assumption, then the Liar gains 𝛾 − 𝜖 and the
Investigator gains 𝜖 − 𝛾 , as the Investigator receives as a reward
the cost it imposes on the Liar.

Table 2: Liar’s Game

no 𝜖 with 𝜖

L T I L T I
L 𝛼 − 𝛽 𝛼 𝛼 𝛼 − 𝛽 𝛼 𝛼 − 𝜖

T 𝛼 − 𝛽 𝛼 𝛼 𝛼 − 𝛽 𝛼 𝛼

I 𝛼 − 𝛾 𝛼 − 𝛾 𝛼 − 𝛾 𝛼 − 𝛾 𝛼 − 𝛾 𝛼 − 𝛾

Table 3: Liar’s Game X

no 𝜖 with 𝜖

L T I L T I
L 0 𝛽 𝛾 0 𝛽 𝛾 − 𝜖

T −𝛽 0 𝛾 −𝛽 0 𝛾

I −𝛾 −𝛾 0 𝜖 − 𝛾 −𝛾 0

2.2 The Bullshitter’s Game (BTI)
In this game, agents can choose to bullshit by being ignorant about
the state of the world (B), tell the truth without being ignorant
of the state of the world (T), or tell the truth and fact-check what
others say about the state of the world (I). - see Tables 4,5. Possible
outcomes from interactions:

Bullshitter-meets-Truth-Teller (BT).When a Bullshittermeets
a Truth-Teller, it gains both the information value 𝛼 and gains rep-
utation 𝜌 . When a Truth-Teller meets a Bullshitter, it gains 𝛼 − 𝛽

for the same reason as when meeting a Liar. Under the competitive
assumption, the Bullshitter gains reputation as well as the cost of
false information it imposes on the Truth-Teller 𝜌 + 𝛽 , whereas the
Truth-Teller only gains −𝛽 .

Bullshitter-meets-Bullshitter (BB). When a Bullshitter meets
another Bullshitter, it gains the value of the information that is
affected by the other’s false information. However, unlike the Liar,
the Bullshitter also gains reputation by interacting with another
dishonest agent and thrives on this reputation gain because it cares
that others perceive it sharing information. Hence the Bullshitter
gains 𝛼−𝛽 +𝜌 . Under the competitive assumption, both Bullshitters
gain 0.

Bullshitter-meets-Investigator (BI). When a Bullshitter meets
an Investigator, it gains 𝛼 − 𝜌 because it receives the information
value, but it also loses reputation. If we also consider the penalty for
exposure, then the Bullshitter gains 𝛼 −𝜌 −𝜖 . When an Investigator
meets a Bullshitter, the Investigator gains the information value
and pays the cost of fact-checking 𝛼 − 𝛾 . Under the competitive
assumption, the Investigator gains 𝜌 −𝛾 . If we consider the penalty
of exposure under the competitive assumption, then the Investigator

gains 𝜌 + 𝜖 − 𝛾 by also receiving as a reward the additional cost
of exposure imposed on the Bullshitter. Under the competitive
assumption, the Bullshitter gains 𝛾 −𝜌 because it receives as reward
the cost imposed on the Interrogator, while also losing reputation.
If we also consider the penalty for exposure under the competitive
assumption, then the Bullshitter gains 𝛾 − 𝜌 − 𝜖 .

Table 4: Bullshitter’s Game

no 𝜖 with 𝜖

B T I B T I
B 𝛼 − 𝛽 + 𝜌 𝛼 + 𝜌 𝛼 − 𝜌 𝛼 − 𝛽 + 𝜌 𝛼 + 𝜌 𝛼 − 𝜌 − 𝜖

T 𝛼 − 𝛽 𝛼 𝛼 𝛼 − 𝛽 𝛼 𝛼

I 𝛼 − 𝛾 𝛼 − 𝛾 𝛼 − 𝛾 𝛼 − 𝛾 𝛼 − 𝛾 𝛼 − 𝛾

Table 5: Bullshitter’s Game X

no 𝜖 with 𝜖

B T I B T I
B 0 𝜌 + 𝛽 𝛾 − 𝜌 0 𝜌 + 𝛽 𝛾 − 𝜌 − 𝜖

T −𝛽 0 𝛾 −𝛽 0 𝛾

I 𝜌 − 𝛾 −𝛾 0 𝜌 + 𝜖 − 𝛾 −𝛾 0

2.3 The Deceiver’s Game (DTI)
In this game, agents can choose to deceive others (not necessarily
about the state of the world), tell the truth, or tell the truth and
investigate whether others are being truthful or deceptive.

What is distinct from the previous games here, is that the deceiver
has an ulterior goal that it aims to achieve. Liars for instance, only
aim to successfully report a falsehood which can be easily fact-
checked by the investigator. - see Tables 6, 7. Possible outcomes
from interactions:

Deceiver-meets-Truth-Teller (DT). When a Deceiver meets a
Truth-Teller, it gains 𝛼 − 𝜃 , because it gains the information value
and pays the cognitive cost for deceiving. The Truth-Teller gains
𝛼 − 𝛽 when it meets a Deceiver because it gains the information
value, but this information value is affected by the false information
factor. Under the competitive assumption, the Truth-Teller gains
−𝛽 + 𝜃 because it also imposes the cost of performing deception on
the Deceiver. Under the competitive assumption, the Deceiver gains
−𝜃 + 𝛽 because it receives as reward the cost of false information
imposed on the Truth-Teller.

Deceiver-meets-Deceiver (DD). When a Deceiver meets an-
other Deceiver, it gains 𝛼 − 𝛽 − 𝜃 which means it gains the infor-
mation value that is influenced by the false information factor and
pays the cost for deception. Under the competitive assumption both
Deceivers gain 0.

Deceiver-meets-Investigator (DI). When a Deceiver meets an
Investigator, their interactions resembles an interrogation based
dialogue as described by [20], where the Deceiver aims to outsmart
and cause the Interrogator to have a false belief, whereas the Inves-
tigator aims to outsmart the Deceiver, find out the truth, and expose
the deception. Hence, the Deceiver gains 𝛼 −𝜃 −𝜖 (𝛾 −𝜃 ) because it
gains the information value, pays the cognitive cost for deceiving,

Full Research Paper  AAMAS 2024, May 6–10, 2024, Auckland, New Zealand

1647



but it also penalty for being exposed 𝜖 . Notice, however, that in
the Deceiver’s Game, the penalty for being exposed is discounted
by the difference between the investigation factor, which in this
case we interpret as resources, cognitive or otherwise, dedicated
for deception detection by the Investigator, and the deception fac-
tor, which in this case we interpret as the resources, cognitive or
otherwise, allocated by the Deceiver to deceive the Investigator in
order not to be exposed. Hence this penalty for exposure might
actually become a reward for not being exposed if the deception
is done properly. When an Investigator meets a Deceiver, it gains
𝛼 −𝛾 +𝜖 (𝛾 −𝜃 ) because it gains the information value and pays the
cost for fact-checking, but it also gains the reward or pays the cost
for trying to expose the Deceiver. Notice that this reward or cost is
based on the penalty for exposure 𝜖 , which is discounted by the dif-
ference between the resources, cognitive or otherwise, allocated by
the Investigator versus those allocated by the Deceiver. Under the
competitive assumption the Deceiver gains 𝛾 − 𝜃 − 𝜖 (𝛾 − 𝜃 ). Under
the competitive assumption, the Investigator gains −𝛾 +𝜃 +𝜖 (𝛾 −𝜃 ).

Table 6: Deceiver’s Game with penalty for exposure 𝜖.

D T I
D 𝛼 − 𝛽 − 𝜃 𝛼 − 𝜃 𝛼 − 𝜃 − 𝜖 (𝛾 − 𝜃 )
T 𝛼 − 𝛽 𝛼 𝛼

I 𝛼 − 𝛾 + 𝜖 (𝛾 − 𝜃 ) 𝛼 − 𝛾 𝛼 − 𝛾

Table 7: Deceiver’s Game X with penalty for exposure 𝜖.

D T I
D 0 −𝜃 + 𝛽 +𝛾 − 𝜃 − 𝜖 (𝛾 − 𝜃 )
T −𝛽 + 𝜃 0 𝛾

I −𝛾 + 𝜃 + 𝜖 (𝛾 − 𝜃 ) −𝛾 0

3 RESULTS
The results described in this section have been produced using the
parameters described in Table 1. We used an ABM replicator to run
the simulations for 10 experimental setups, each corresponding to
(i) one of the dishonesty games, namely LTI, BTI, and DTI, together
with (ii) the condition of whether the game is played under the com-
petitive assumption, and (iii) for the LTI and BTI games whether
the penalty for exposure 𝜖 is considered. We used the egtplot library
by [13] to plot the replicator dynamics as a 2D simplex, where each
corner of the triangle represents one of the strategy in the games.
For exploring the parameter effects we have varied each parameter
one-at-a-time, except for the preset values of 𝛼 , 𝛽 , and 𝛾 specific to
each game type, and the number of generations G and replication
steps T. Each simulation starts with 100 initial conditions that rep-
resent the state of the population w.r.t. the strategy distributions
on the simplex grid. When exploring parameter effects, such as
those of 𝜖 , 𝜌 , and 𝜃 we chose the values [0.1, 0.5, 1] for varying the
parameters.

To read the figures, one must keep the following in mind: starting
conditions of populations of agents are represented in grid-form on
a 2D simplex; the top corner represents the Investigator strategy;

the bottom-right corner represents the Truth-Teller strategy; the
bottom-left corner represents the Dishonest strategy, which can
be either Liar, Bullshitter or Deceiver, depending on the game that
is modelled, namely LTI, BTI, or DTI; dashed lines which indicate
that every point on an edge or line is an equilibrium; white circles
indicate an unstable equilibrium; black circles indicate a stable
equilibrium; grey circles indicate a saddle point; the colours of the
speed bars indicate the speed at which the population of agents
changes, and the arrows indicate the direction towards which the
population evolves in the respective figures.

Fig. 1 shows us the results for the Liar’s Game (Fig. 1a) and Liar’s
Game X (Fig. 1b) - that is the game played under the competitive
assumption. In these two games, 𝛼 = 𝛽 = 1 and 𝛾 = 0.25 with no
penalty for exposure taken into account. Fig. 2 shows us the games
when considering the penalty for exposure 𝜖 in the Liar’s Game in
Fig. 2a, and the results for Liar’s Game X in Fig. 2b when playing
the game under the competitive assumption.

The parameter values for 𝛼 and 𝛾 remain the same in the Bull-
shitter’s Game. However 𝛽 is changed to 𝛽 = 0.5 in order to model
the effect of bullshitting, where the false information has an effect
on the value of information, but it might very well be that the bull-
shitter agent actually makes a truthful statement, but the bullshitter
does not know it. Fig. 3a shows us the results for the Bullshitter’s
Game and Fig. 3b the results for Bullshitter’s Game X along with
the effect of the reputation gain 𝜌 for the Bullshitter. As before,
these results do not take into account the penalty for exposure 𝜖 .
The effect of 𝜖 on the results can be seen in Fig. 4a and in Fig. 4b
under the competitive assumption.

The results for the Deceiver’s Game can be seen in Fig. 5a and for
Deceiver’s Game X in Fig. 5b, which is played, as the other X games,
under the competitive assumption. Similarly to the Bullshitter’s
Game, the false information factor is set to 𝛽 = 0.5 because decep-
tion can be done through a combination of lying and truth-telling.
Moreover, the Deceiver’s game does not have a different condition
for the penalty for exposure 𝜖 , as the game of deception is always
played taking this factor into account. Additionally, the results also
show the effect of the factor of deception 𝜃 .

4 DISCUSSION
So what do the results tell us about the self-organisation of agent so-
cieties under the evolutionary pressures of dishonesty? For starters,
truth-telling is not stable under evolutionary pressure in the Liar’s
Game. Neutral drift will lead to lying. But then investigation will
root out the lying, so long as 𝛾 < 𝛽 . Once investigation is stable,
truth-telling can take hold once more. This can be seen by looking
at the dashed lines given by the stable equilibrium in the Liar’s
Game which tell us that the agent society will evolve into a popula-
tion of investigative, truth-telling, and liar agents where there will
be only a small proportion of liars (Fig. 1a). This result reflects the
findings by [24] whose empirical findings suggest the prevalence of
a few prolific liars. Otherwise, under the competitive assumption,
where agents care to do better than others, lying is actually a sta-
ble equilibrium, providing agents with a strategy that gives them
advantage over others (Fig. 1b). The same can be observed in the
case of deceptive agents under the competitive assumption when
𝜃 = 0.1 and the penalty for being exposed is 𝜖 ≤ 0.5 (Fig. 5b). This
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(a) Liar’s Game. (b) Liar’s Game X.

Figure 1: Liar’s Game under the two different assumptions without considering the penalty for exposure 𝜖. Paramaters and
their respective values are listed in the round brackets, where a is 𝛼 , b is 𝛽 , g is 𝛾 . We can observe that truth-telling is not stable
in the face of lying, but that interrogation helps drive truth-telling, unless agents care to do better than others and lie.

(a) Liar’s Game with 𝜖 .

(b) Liar’s Game X with 𝜖 .

Figure 2: Liar’s Game under the two different assumptions considering the penalty for exposure 𝜖 and varying its numerical
values. Paramaters and their respective values are listed in the round brackets, where a is 𝛼 , b is 𝛽, g is 𝛾 , and e is 𝜖. We can
observe that the penalty for exposure drives agents towards truth-telling and towards truth-telling and investigation under the
competitive assumption - unless the penalty is very low.
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(a) Bullshitter’s Game.

(b) Bullshitter’s Game X.

Figure 3: Bullshitter’s Game under the two different without considering the penalty for exposure. Paramaters and their
respective values are listed in the round brackets, where a is 𝛼 , b is 𝛽 , g is 𝛾 , and r is 𝜌 . We can observe that if agents care about
doing better than others and 𝜖 ≥ 0.5, then they prefer not to always bullshit and are driven towards cooperative communication.

evolutionary advantage can be observed in both social context in
human history [27], as well as in nature where deception need not
be intentional or purely cognitive, as per the description by [25] of
the evolutionary advantages of deceptive traits given to different
animal and plant in different survival and reproductive contexts.

Under the competitive assumption in the Liar’s Game, when the
penalty for exposure is low 𝜖 = 0.1, lying is dominant as a stable
equilibrium. However, if the penalty for exposure is greater than
the investigation factor (i.e., the cost of fact checking), e.g. when
𝜖 ≥ 0.5, then we can also observe a non-stable cycle forming which
drifts the population towards investigation and truth-telling (Fig.
2b).

In the case of the Bullshitter’s Game, we can observe that rep-
utation gain drives the stability of bullshitting, e.g. when 𝜌 ≥ 0.5
(Fig. 3a). Even when the penalty for exposure is considered, bull-
shit is still dominant when 𝜌 ≥ 0.5 (Fig. 4a). However, in the X
game, the penalty for exposure actually plays a significant role,
driving the population in a cycle of stable equilibrium prevalent
with Investigators and Cooperators for 𝜖 = 1 (Fig. 4b).

Perhaps the most interesting result is that shown in the De-
ceiver’s Game, where the presence of deception seems to promote

the stability of truth-telling driven by investigation as a saddle-
point (Fig. 5a). This is intuitive, as deception is more difficult and
complex to perform than either lying or bullshitting. However, as
mentioned before, deception in Game X does provide evolutionary
advantages when the cost for deception is low (Fig. 5b). This can
happen, for instance, when the deceivers are able to reason about
the minds of others, which would force investigators to respond
by out-smarting deceivers to increase the cost of deception. This
kind of effect would eventually lead to a mentalisation arms race,
as shown in [18].

5 CONCLUSIONS
In this paper we have presented three dishonesty games based on
the definitions of lying, bullshitting and deception by [14], and used
evolutionary agent-based simulation approach similar to the one
described by [16] to study their dynamics in agent societies. Our
results2 show important differences in the evolutionary dynamics
of agent societies under the pressures imposed on them by the
three different forms of dishonesty. The main differences that we

2Supplementary material with code for reproducing the results and animated plots
- https://osf.io/4eg35/.

Full Research Paper  AAMAS 2024, May 6–10, 2024, Auckland, New Zealand

1650

https://osf.io/4eg35/


(a) Bullshitter’s Game with 𝜖 . (b) Bullshitter’s Game X with 𝜖 .

Figure 4: Bullshitter’s Game under the two different assumptions considering the penalty for exposure 𝜖 and varying its
numerical values. Parameters and their respective values are listed in the round brackets, where a is 𝛼 , b is 𝛽 , g is 𝛾 , r is 𝜌 and e
is 𝜖.

have observed mainly emerge by either (i) Self-Interest, namely
assuming that agents care about the payoffs they receive, or (ii)
Competitiveness, i.e. assuming that agents care if they perform
better than others, irrespective of their own payoffs.

As with any ABM approach, there are limitations. One main
limitation is that we do not explicitly model and represent the
computations of socio-cognitive factors such as trust, and how
cognitive load, communication and investigation skill change with
the population as others, see [21]. We plan to address this in the
future by modelling truth-telling, investigation, lying, bullshitting,
and deception in 5-strategy n-player games, considering how these
parameters are dynamically computed inside the game model. A
further area for future exploration is the case when agents believe
that another agent is attempting to deceive them, when this is in fact
not the case. Such situations can arise, for example, in explainable
AI [1].

Given the advancement of AI, our societies will increasingly
have to deal with other ‘kinds’ of agents, each with their own sets
and degrees of deceptive traits and capabilities [11]. It might very
well be that the emergence of complex and autonomous artificial
agents capable of deception and deception detection will create new
evolutionary pressures on our species and on our socio-technical
societies where humans and machines will interact physically, so-
cially, and culturally.

By having a better understanding of dishonesty form an evolu-
tionary perspective, we have the potential to better adapt to newer
AI technologies and ensure that their widespread adoption is done
in a manner where people are informed about the risks of and
propensity for dishonest behaviour. This would also enable us to
return the evolutionary pressures on deceptive AI technologies
themselves, potentially managing dishonest AI in a systemic way.
Yet, the recent literature in evolutionary ABMs and our breaking

down of dishonest strategies with replicator dynamics is just a
small step forward, and we still have much to understand about the
human-AI ecosystems to build a comprehensive socio-cognitive
computational theory of both trust and deception, as proposed a
long time ago in the agents and multi-agent systems community
by Castelfranchi and Tan [4].

Most importantly we should aim to re-focus the mainstream AI
community’s attention from purely behavioural aspects of AI to
richer, more complex socio-cognitive aspects, that include metacog-
nitive properties such as reflection [9] and Theory of Mind [18].
Finally, as members of increasingly hybrid societies, we must con-
tinuously reflect on the meaning of the term ‘deceptive AI’, and
how it relates to our human condition as part of socio-technical
ecosystems [19].
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