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ABSTRACT
The introduction of social media websites touted the idea of global
communication — exposing users to a worldwide audience and a
diverse range of experiences, opinions, and debates. Unfortunately,
studies have shown that social networks have instead contributed
to growing levels of polarization in society across a wide variety of
issues. Social media websites employ algorithmic filtering strategies
to drive engagement, which can lead to the formation of filter bub-
bles and increased levels of polarization. In this paper, we introduce
features of affective polarization — feelings towards one’s in-group
and out-group — into an opinion dynamics model. Specifically, we
show that incorporating a negative out-group stereotype into the
opinion dynamics model (1) affects the level of polarization present
among agents in the network; (2) changes the effectiveness of algo-
rithmic filtering strategies; and (3) is exacerbated by the presence
of extremists in the network. Hence, the inclusion of an affective
group mechanism in opinion dynamics modeling provides novel
insights into the effects of algorithmic filtering strategies on the
extremity of opinions in social networks.
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1 INTRODUCTION
Communication of information has taken many forms over time,
and recently, social media networks have become a common place
to discuss ideas, opinions, and events. Theoretically, social me-
dia networks and their global audience encourage the spread of
diverse ideas, but recent work suggests the opposite may be occur-
ring. While social media networks have provided a platform for
globalized communication, there have also been unintended con-
sequences. For example, they have been associated with increased
polarization in society across a wide range of issues, including
politics [2, 4, 12], science [34], and, more recently, healthcare [24].
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Social media has the ability to expose individuals to diverse opin-
ions and perspectives, but individuals seemingly gravitate towards
opinions and posts they already agree with, unwilling to consider
different opinions.

Given the severity of a polarized society — eroding democratic
values, making rational discourse impossible, and potentially caus-
ing partisan violence — it is of extreme importance to identify the
cause of this phenomena. A recent study concluded that social net-
works are likely not the root causes of political polarization, but
they do exacerbate it [6]. There are several reasons social media
websites may contribute to increased levels of polarization: (1) Fake
news travels faster than true stories on social networks [15] and
significant misinformation and polarization arise in social networks
even when only a small percentage (∼15%) of individuals believe
fake news to be true [3]; (2) Social networks filter the opinions
that individuals are exposed to and prioritize opinions that are well
aligned with the opinions of the individuals [9]. This concept of
filter bubbles [38] is based on the idea that individuals are more
likely to engage with and be exposed to content that they agree
with. Thus, social network companies are incentivized to increase
user engagement and drive revenue by promoting content similar
to what the user likes, forming filter bubbles around individuals,
creating echo chambers and promoting polarization.

Recent work has studied the effects of filter bubbles in social net-
works, including how a network administrator can alter how likely
individuals are exposed to the opinions of others in a social network
and how to mitigate filter bubbles in an influence maximization
setting [31]. However, one limitation of previous work [9, 31] is that
these models assume that an individual in the network can still be
exposed to the opinions of all of its neighbors in the social network.
This assumption may not hold in some social networks, where an
individual is exposed to the opinions of a subset of its neighbors
only. A prominent example is Facebook, where only updates of
some friends are shown in the news feed of users.

We address this limitation by investigating how several simple
algorithmic filtering strategies for deciding whose opinions an
individual is exposed to can impact the polarization of opinions in
social networks. Further, our model allows for both assimilation
and boomerang effects [8, 42, 43], where the former describes how
the opinion of an individual will converge closer to the opinion of
an individual who shares a “similar enough” opinion and the latter
describes how the opinion of an individual will diverge further away
from the opinion of an individual whose opinion is too different.

We make another novel contribution by accounting for groups in
studying online opinion changes. By incorporating an individual’s
group, we are able to better connect studies of social media algo-
rithmic filtering to the political science literature on polarization.
Partisan identity serves as the fundamental grouping in studies of
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both ideological and affective polarization.1 Studies of ideological
polarization test if partisans have increasingly diverged on their
positions on various social, civil, and moral issues, both at the elite
level [23] and among the masses [1, 19]. Studies of affective polar-
ization test divergence between partisans in their feelings towards
members of their in-group, or their own party, and their out-group,
or the other party [27].2 While groups are therefore essential to
understanding ideological and affective polarization, we are not
aware of any studies of social media opinion dynamics that have
recognized the potential for differences in how individuals interact
within and across groups.

Affective polarization suggests that the messages from in-group
and out-group members are likely to be received differently. While
partisans generally communicate with their own [36], when they
are exposed to the out-group, it is frequently of the most politically
engaged and extreme in the news [30] or social media [11, 25, 41].
Thus, while there is little doubt that out-group dislike and distrust
have increased over time in the US [10, 26, 29], part of this may be
because the public thinks of the out-group as narrowly portrayed in
those contexts [17].3 Indeed, recent work by Druckman et al. [16]
finds that individuals rely on these negative out-group stereotypes.

Our experimental results show that incorporating a negative
out-group stereotype into the opinion dynamics model (1) affects
the level of polarization present among agents in the network;
(2) changes the effectiveness of algorithmic filtering strategies; and
(3) is exacerbated by the presence of extremists in the network.
Hence, the inclusion of an affective mechanism in opinion dynamics
modeling provides insights into the effects of algorithmic filtering
strategies on the extremity of opinions in social networks.

2 BACKGROUND
Popular opinion dynamics models explain how interactions be-
tween two agents on a network lead to their opinions becoming
more similar. The foundational DeGroot model of opinion dynam-
ics [13] has been widely studied extended to include the concept
of bounded confidence [22], the stubbornness of agents to stay
committed to their initial opinions [21], multi-dimensional exten-
sions [37, 39], and the inclusion of a network administrator that
can make changes to the graph [9].

While these models provide conditions for the agents in the
network to reach a consensus, it suffers from the constraint that
weights of interpersonal influence must be non-negative. After ex-
tensions to the DeGroot model [20], individual agents are no longer
equally susceptible to outside influence; however, when two agents
interact, their opinions can still only become more similar — a limi-
tation when comparing this to interactions on present-day social
networks. Other opinion dynamics models [7, 18, 46] have mod-
eled how trust and skepticism within a network influence opinion
1While much of the political science literature, particularly in the US, has been con-
cerned with partisan polarization — i.e., political parties as the cleavage — the grouping
could be drawn on other divisions, including geography, race, class or religion, among
others [33]. Though motivated by partisan polarization, our approach generalizes to
other groupings.
2“In-group” refers to the group that the “self” agent belongs to, while “out-groups”
refer to the other groups that the agent does not belong to. The origins lie in social
identity theory’s efforts to understand group perceptions and intergroup behaviors by
positing identities based in group membership [45].
3The failure to recognize heterogeneity in the out-group is a long-standing finding in
the study of intergroup relations [see 40].

dynamics. However, these models are all limited by the assumption
that trust is non-negative and that agents are interacting with the
true opinions of their neighbors.

We address this limitation by incorporating methods from so-
cial judgement theory. Social judgement theory states the attitude
change of an individual is a judgemental process, where external
stimuli and influence are judged relative to an individual’s own
opinion [42, 43]. In social judgement theory, there are three zones
within which individuals judge external influence or attitudes. If
an outside opinion is close enough to an individual’s own views,
this opinion is “acceptable”; whereas an opinion sufficiently far
from an individual’s own opinion would be “unacceptable.” If the
perceived opinion is neither close enough or sufficiently different,
it falls in a zone of noncommitment. Chau et al. [8] expands the
model by Jager and Amblard [28] by incorporating these effects
(also called the assimilation and boomerang effects) from social
judgement theory. We follow this framework and allow agents to
judge their neighbors’ opinions relative to their own.

Opinion dynamics models have been used to study rising polar-
ization on social networks. While most agree that polarization is
increasing, understanding how to reduce polarization is an active
area of research. In addition, most opinion dynamics models in the
literature focus solely on the extremity of opinions in a single dis-
tribution, leaving out important group distinctions. We incorporate
group identity — motivated by studies of partisan polarization in
political science, though the model is general enough to account
for any grouping — into our model of social media opinion dynam-
ics. When opinion dynamics models do not take group identity
into account, they fail to recognize an important mechanism in
opinion formation. We address this by developing a model that
allows people to (1) judge the distance between their opinion and
the opinion of someone they are interacting with; and (2) know the
group (e.g., party) of an individual, allowing for interactions driven
by negative out-group stereotypes. Further, this enables us to study
how the incorporation of these mechanisms drives the extremity
of opinions and is impacted by the presence of filtering strategies.

3 OPINION DYNAMICS MODEL
We now describe the opinion dynamics model we use to study the
impact of interactions on social media polarization, by which we
mean here simply the extremity of opinions in the network at large.
To incorporate both social identity theory and social judgment the-
ory into the model, we extend the model by Tsang and Larson [46]
to include a trust function that adapts to the magnitude of opinion
difference between two agents, using the same conventions as Chau
et al. [8]. Additionally, the trust function depends on whether two
agents are of the same group, as individuals respond to content
based on similarity of social identity.

Wemodel a network where𝑛 agents are embedded in a weighted,
undirected graph 𝐺 = ⟨𝑉 , 𝐸⟩. The vertices, 𝑉 = {𝑣1, ..., 𝑣𝑛} corre-
spond to the agents, while an edge, 𝑒𝑖, 𝑗 = (𝑣𝑖 , 𝑣 𝑗 ) ∈ 𝐸 indicates that
agents 𝑣𝑖 and 𝑣 𝑗 are neighbors on the social network. If two agents
are neighbors, they are able to interact with content from the other.

Our focus is on the propagation of an opinion during a set of
discrete time steps, 𝑡 ∈ {1, ...,𝑇 }. Each agent’s opinion is confined
to the [0, 1] interval, where 0 and 1 are referred to as “extreme”

Full Research Paper  AAMAS 2024, May 6–10, 2024, Auckland, New Zealand

1783



opinions, and 0.5 represents a moderate opinion. Each agent 𝑣𝑖
is also assigned a group 𝑝𝑖 ∈ {0, 1} that corresponds loosely to
their opinion. Specifically, 𝑝𝑖 ∼ Bernoulli(𝑥𝑖 ). This group does not
change even while opinions shift. At each time step, agent 𝑣𝑖 has an
opinion, denoted 𝑥𝑡

𝑖
, and it shares that opinion with its neighbors,

𝑁𝑖 = {𝑣 𝑗 ∈ 𝑉 | (𝑣𝑖 , 𝑣 𝑗 ) ∈ 𝐸}. An agent’s opinion at time 𝑡 is updated
based on the weighted opinion of their neighbors in the previous
time step:

𝑥𝑡𝑖 =
𝑤𝑡−1
𝑖,𝑖

𝑥𝑡−1
𝑖

+∑
𝑣𝑗 ∈𝑁𝑖

𝑤𝑡−1
𝑖, 𝑗

𝑥𝑡−1
𝑗

𝑤𝑡−1
𝑖,𝑖

+∑
𝑣𝑗 ∈𝑁𝑖

𝑤𝑡−1
𝑖, 𝑗

(1)

where𝑤𝑡−1
𝑖, 𝑗

indicates the weight agent 𝑣𝑖 places on the opinion of
agent 𝑣 𝑗 at time 𝑡 − 1. This value also evolves over time, according
to Equation 2:

𝑤𝑡
𝑖, 𝑗 = 𝛼𝑤𝑡−1

𝑖, 𝑗 + (1 − 𝛼)𝑇 (𝑥𝑡𝑖 , 𝑥
𝑡
𝑗 ) (2)

where 𝛼 ∈ [0, 1] is a parameter describing how set an agent is
in their own opinion, and 𝑇 (𝑥𝑡

𝑖
, 𝑥𝑡

𝑗
) defines the trust between two

agents. To incorporate social judgement theory [8, 42, 43], the trust
function has three components, where agents behave differently
according to their absolute difference in opinion, |𝑥𝑡

𝑖
−𝑥𝑡

𝑗
|. The trust

function is given by:

𝑇 (𝑥𝑡𝑖 , 𝑥
𝑡
𝑗 ) =


𝑒

( |𝑥𝑡
𝑖
−𝑥𝑡

𝑗
|−𝑑1 )2

−(𝑑1/ln(2) )2 − 1 if |𝑥𝑡
𝑖
− 𝑥𝑡

𝑗
| < 𝑑1

0 if 𝑑1 ≤ |𝑥𝑡
𝑖
− 𝑥𝑡

𝑗
| ≤ 𝑑2

1 − 𝑒

( |𝑥𝑡
𝑖
−𝑥𝑡

𝑗
|−𝑑2 )2

−( (1−𝑑2 )/ln(2) )2 if |𝑥𝑡
𝑖
− 𝑥𝑡

𝑗
| > 𝑑2

(3)

where 𝑑1 and 𝑑2 are threshold parameters (0 ≤ 𝑑1 ≤ 𝑑2 ≤ 1).
Trust values are confined to the interval [−1, 1], where the highest
trust value is assigned to neighbors with the exact same opinion.
Therefore, agents are more likely to assign high trust values to their
neighbors of the same group and similar opinion and the lowest
trust values to agents of the opposite group with a large absolute
difference of opinion.

Group identity also influences how two agents interact. AsDruck-
man et al. [16] find, individuals not only mis-estimate the extremity
of those in the out-group, they rely on these misconceptions when
making their own decisions. The trust function in Equation 3 allows
agents to judge the distance between their opinion and the opinion
of another agent, but it does not allow for an agent to take into
account the group of the other individual.

To address this, when interacting with agents of the other group,
an agent does not judge their true opinion. Instead, they use an
estimated opinion. Since individuals rely on more extreme stereo-
types when estimating the opinion of people in the out-group, we
model this opinion as the average of the most extreme 10% of the
agents of the group. This quantity can evolve over time; an agent
re-estimates the extremity of an agent of the opposite group at each
iteration. While Equation 3 still calculates the trust value for two
agents of the same group, Equation 4 models how trust changes
after interacting with agents of the other group:

𝑇opp (𝑥𝑡𝑖 , 𝑥
𝑡
𝑗 ) = 𝑇 (𝑥𝑡𝑖 , 𝑥

𝑡
𝑗 ) (4)

where the difference is that it uses an estimated opinion 𝑥𝑡
𝑗
instead

of the true opinion 𝑥𝑡
𝑗
.

Note that while we proposed a specific way of accounting for
groups in the trust function, where the actual opinions of out-group
members are unknown and are estimated to be extreme, there exists
other ways to account for groups in trust functions as well. For
example, actual opinions of in-group members may be assumed to
be unknown as well and must be estimated. We leave the study of
these variants to future work.

4 ALGORITHMIC FILTERING STRATEGIES
To test the impact algorithmic filtering strategies can have on the
distribution of opinions on a network, we implement several simple
filtering strategies. At each time step, the filtering strategy selects
𝑘 neighbors for each agent 𝑣𝑖 to interact with, where 𝑘 is a user-
defined parameter that is the same for each agent and at each time
step. We use 𝑆𝑖 ⊆ 𝑁𝑖 to denote the subset of neighbors that agent
𝑣𝑖 interacts with, formally defined as:

𝑆𝑖 ≡ {𝑣1, 𝑣2, ...𝑣𝑘 |𝑣 𝑗 ∈ 𝑁𝑖 ∧ P} (5)

where P corresponds to the constraints of the filtering strategies.
We propose five filtering strategies, where the first two strategies

take into account the agents’ attributes — requiring an agent to
interact with neighbors of the same group (Section 4.1) or neighbors
with similar opinions (Section 4.2). The next three strategies are
common baselines used in the literature — requiring an agent to
interact with neighbors with least extreme opinions (Section 4.3),
neighbors who are the most popular (Section 4.4), or neighbors
who are randomly chosen (Section 4.5).

4.1 In-Group Neighbors
In an attempt to reduce polarization within the network, the first fil-
tering strategy prioritizes interactions between agents of the same
group. On social media networks, cross-party ties exist. However,
as Facebook reported in 2015, their algorithms lead individuals to
experience slightly less cross-cutting content [5]. The same report
notes that people are more likely to interact with and consume
information with which they already agree. To drive engagement
and prevent individuals from believing they are interacting with
extremists of the other group, this strategy forces interactions be-
tween agents of the same group and prevents agents from different
groups from interacting. If an agent did not have neighbors of the
same group, they interacted with random neighbors.

P ≡ ∀𝑣 ∈ 𝑁𝑖 \ {𝑣1, 𝑣2, ..., 𝑣𝑘 } : 𝑝𝑖 = 𝑝 𝑗 (6)

4.2 Most Similar Neighbors
Another intuitive approach to reducing opinion polarization on
a network is to allow individuals to interact with agents similar
in opinion, reducing the number of interactions with less similar
agents. While being in the same group is one measure of similarity,
this filtering strategy focuses on neighbors with similar opinions,
meaning an agent can interact with an agent from the other group.
This leads to more interactions in the assimilation zone and fewer
in the boomerang zone. More formally,

P ≡ ∀𝑥 ∈ 𝑋𝑖 \ {𝑥1, 𝑥2, ..., 𝑥𝑘 } : |𝑥 − 𝑥𝑖 | ≥ |𝑥 𝑗 − 𝑥𝑖 | (7)

where 𝑥 𝑗 is the opinion of agent 𝑣 𝑗 and 𝑋𝑖 is the set of opinions
corresponding to neighboring agents 𝑣 ∈ 𝑁𝑖 .
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4.3 Least Polar Neighbors
In trying to reduce polarization of opinions on the network, an ob-
vious filtering strategy is to only allow individuals to interact with
their least extreme, or most moderate, neighbors, where polarity is
measured here as the absolute distance from 0.5. This is formalized
as the constraint:

P ≡ ∀𝑥 ∈ 𝑋𝑖 \ {𝑥1, 𝑥2, ..., 𝑥𝑘 } : |𝑥 − 0.5| ≥ |𝑥 𝑗 − 0.5| (8)

where neighboring agent 𝑣 𝑗 has opinion 𝑥 𝑗 , and 𝑋𝑖 is the set of
opinions corresponding to the neighboring agents, 𝑁𝑖 .

4.4 Most Popular Neighbors
Social networks have provided a way for individuals to follow
and interact with influential people or organizations, often with
a higher number of followers than a typical individual. For this
filtering strategy, an agent is shown their 𝑘 neighbors with the
highest degree. Letting deg(𝑣) denote the degree of agent 𝑣 in the
graph, we model this constraint as:

P ≡ ∀𝑣 ∈ 𝑁𝑖 \ {𝑣1, 𝑣2, ..., 𝑣𝑘 } : deg(𝑣) ≤ deg(𝑣 𝑗 ) (9)

4.5 Random Neighbors
Finally, as a baseline strategy, 𝑘 neighbors are chosen randomly
for an agent 𝑣𝑖 . For this baseline strategy, there are no additional
constraints beyond being in the neighbor set.

P ≡ 𝑡𝑟𝑢𝑒 (10)

Clearly, these are relatively simple filtering strategies, especially
in comparison to the filtering and ranking algorithms used by ac-
tual social media companies. However, as simple as they are, their
impact on polarization is pronounced. Therefore, if algorithms do
not explicitly address the impact they have on polarization, it is
likely they are further exacerbating it.

5 EXPERIMENTAL EVALUATION
To determine the effects that algorithmic filtering strategies can
have on polarization, we run a set of simulation experiments [44],
varying whether agents take the group of another agent into ac-
count and varying the extremity of agents in the network. For each
set of parameters, we run 25 trials, averaging quantities of interest
over the trials. In each run, the experiment terminates when all opin-
ions have changed by no more than a small value 𝛿 = 0.001 or the
experiment reaches the maximum number of iterations 𝑖max = 500,
though 𝑖max was rarely reached.

For each experiment, we first generate a graph 𝐺 with 𝑛 = 200
agents (nodes), where each agent 𝑣𝑖 has opinion 𝑥𝑖 and group 𝑝𝑖 . We
follow the literature [46] and use the following empirical setup:
• We define 𝐺 to be a Barabási-Albert random graph with ho-
mophily, which allows one to model the tendency of individuals
to self-select similar neighbors on the network.

• In each iteration, individual agents are allowed to interact with
only a subset of its neighbors defined by the filtering strategy.

• We consider “extremists,” which are agents that have fixed opin-
ions at one extreme (0 or 1) and do not update their opinions as a
result of interacting with other agents. In half of the experiments,

there are no extremists present, and in the other half of experi-
ments, 10% of agents are randomly assigned to be 0-extremists
and 10% are assigned to be 1-extremists.
We vary the 𝑑1 and 𝑑2 parameters used in the trust functions

(Equations 3 and 4) to analyze how different assimilation and
boomerang zones affect opinion dynamics. For each experiment,
we use three values for 𝑑1 and 𝑑2, where 𝑑1 ∈ {0.3, 0.5, 0.7} and
𝑑2 ∈ {0.5, 0.7, 0.9}, creating 8 combinations (since 𝑑1 ≤ 𝑑2).

For each of the five filtering strategies, we compare four results
— whether or not agents reacted to a neighbor’s group or used their
true opinion and whether or not the network contains extremists.
The polarity results are presented without the opinions of agents
who were designated as extremists. We use average distance from
0.5 as a measure of polarization, following the convention by Tsang
and Larson [46], but we also investigate the variance of opinions
in the final opinion distribution, incorporating another measure of
polarity used in the literature [9, 32, 35].

5.1 In-Group Neighbors
Individuals seek out information they already agree with and often
interact with other individuals and content similar to their own
beliefs. First, we assume similarity is based on group. To understand
how opinions on the network change over time, Figure 1 shows
the distribution on the network at five steps, as a fraction of the
total number of iterations required for convergence, 𝑡∗, for the in-
group neighbors filtering strategy. Since each trial does not take
the same number of iterations, we combine trials by the percentage
of the way to convergence. The first column of Figure 1 shows
the distribution of initial opinions and the final column shows the
distribution of converged opinions. While the number of iterations
across trials is not the same, this provides a way to understand how
opinion distributions change over the course of an experiment.

The first row of Figure 1 shows the distribution of opinions over
time for the in-group filtering strategy when agents use estimated
out-group members’ opinions, and the second row shows the distri-
bution of opinions when agents use the true opinions of out-group
members, both without extremists present in the network. The
stacked histograms show the distribution by agent group, where
agents with 𝑝𝑖 = 0 shown in blue and agents with 𝑝𝑖 = 1 shown in
purple. While both experiments begin with a uniform distribution
of opinions, by time 0.25𝑡∗, we already see a difference in opinion
distribution between the two experiments. In the top row, the case
where agents are estimating opinion, there are already a significant
number of agents at the extremes; whereas, in the second row, opin-
ions have become more moderate overall. Even though the majority
of interactions are taking place among agents in the same group, the
use of estimated opinions still creates more extreme agents.

This trend continues as the experiments progress; by the time
the experiments have reached the halfway mark, the use of esti-
mated opinions leads to more extreme opinions, while the second
row displays more movement towards the moderate opinion. The
movement to the extremes is largely along group lines. By the time
these experiments converge, the impact of group dynamics is clear.
First, note that while this filtering strategy prioritizes interactions
with in-group neighbors, it is still possible for an agent to interact
with out-group neighbors, specifically when there is an insufficient
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Figure 1: Distribution of opinions over time, where 𝑡∗ denotes the convergence time, of moderates with the in-group neighbors
filtering strategy without the presence of extremists; agents use estimated opinions of out-group members (top row) and use
true opinion (bottom row). The stacked histograms show agents with 𝑝𝑖 = 0 in blue and agents with 𝑝𝑖 = 1 in purple.
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Figure 2: Average polarization ofmoderateswith the in-group
neighbors filtering strategy without the presence of extrem-
ists (top row) and with extremists (bottom row); agents use
estimated opinions of out-group members (left column) and
use true opinion (right column).

number of in-group neighbors. Even though such out-group in-
teractions are relatively rare, they can lead to a high proportion
of agents with extreme opinions when estimated opinions of out-
group members are used instead of true opinions. The impact goes
beyond extremists, as even the opinions of moderate agents are
more polarized when agents use group identity. This is evidenced
by a clear bimodal distribution in the top, right panel in Figure 1.
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Figure 3: Distribution of final opinions with the in-group
neighbors filtering strategy without the presence of extrem-
ists (top row) and with extremists (bottom row); agents use
estimated opinions of out-group members (left column) and
use true opinion (right column).

While there are still many agents with non-extreme opinions, they
are still clustered into two distinct groups, with peaks around 0.25
and 0.75. When agents use the true opinion of their neighbors, not
only are agents with extreme opinions absent, but there is no clear
bimodal distribution, indicating a less polarized distribution. Even
in the case where the filtering strategy attempts to mitigate negative
group dynamics, a small number of out-group interactions leads to
an increase in polarity. Due to space constraints, we do not present
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analysis over time for the remaining filtering strategies; in general,
for each filtering strategy, the distribution moves slowly from the
uniform distribution to the final distributions presented.

We investigate this strategy further by looking at results across
more parameters. Figure 2 shows average distance from 0.5 (polar-
ity) across threshold parameters. The main difference in polarity
is a result of the presence of extremists. This aligns with our ex-
pectations — with extremists present, an agent is likely to interact
with in-group extremists, increasing polarity. This should intensify
as the threshold parameter 𝑑1 increases, and agents become more
susceptible to in-group extremist influence. However, we also see a
difference in the top two panels in Figure 2, where the difference
in the experiment was whether agents estimate the extremity of
out-group neighbors. This corresponds to the discussion of Fig-
ure 1, where the difference comes from the agents who did not
have neighbors of the same group. If an agent did not have a suffi-
cient number of in-group neighbors for filtering, they interacted
randomly with neighbors of the out-group, causing higher levels
of polarity, especially when the 𝑑1 threshold was relatively low.

This filtering strategy was not effective in reducing polarization
in the presence of extremists, as evidenced in the bottom row of
Figure 2. The average distance to 0.5 was greater than 0.35 for all
combinations of threshold parameters, indicating that under this
strategy, most agents who began with a moderate opinion ended
up at the extreme of their corresponding group. We explore this
further by looking at the opinion distributions in Figure 3. In each
instance of this filtering strategy, the final opinion distribution is
characterized by two distinct peaks of opinions. The final opinions
are extremely polarized in the case when extremists are present in
the network and agents overestimate the extremity of out-group
neighbors. In this instance, there are no remaining moderates —
every agent in the network has moved toward an extreme.

These results show that including a mechanism for agents to
mis-estimate the opinion of their neighbors of the other group
affects the final distribution of opinions. In general, when agents
hold negative stereotypes about their out-group neighbors, there
are increased levels of polarity, and this is only exacerbated by the
presence of extremists. While there are certainly other factors that
influence the formation of an individual’s opinion, we emphasize
the importance of including a mechanism where an individual’s
perceptions of their neighbors influence their interactions.

5.2 Most Similar Neighbors
In this filtering strategy, we expect there to be little variation in
the results across threshold parameters since the filtering strategy
prioritizes neighbors whose opinion is already close to that of the
agent. Since agents are more likely to be neighbors with agents who
have similar opinions and are thus more likely to be of the same
group, we do not expect a polarized distribution. Figure 4 shows
the average polarization of agents after opinions converge under
this strategy. As expected, there is no significant difference based
on threshold parameters, the presence of extremists, or whether
agents are estimating the opinion of neighbors of the other group.

In comparing the values in Figure 4 to the levels of polarization
from other strategies, the values seem high, but not entirely ex-
treme. Upon further investigation, the variance in these opinions
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Figure 4: Average polarization of moderates with the most
similar neighbors filtering strategy.
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Figure 5: Distribution of final opinions with themost similar
neighbors filtering strategy.

was nearly always between 0.25 and 0.3, indicating that agents
did not reach a consensus. Figure 5 shows the final distribution of
opinions for each of the four experiments, across all 25 trials for
parameters 𝑑1 = 0.5 and 𝑑2 = 0.5. The average distance from the
moderate opinion is in this range because the opinion distribution
remains relatively uniform. There is no significant movement to-
wards the extremes, even in the presence of extremists. According
to the definition of polarization by DiMaggio et al. [14], a bimodal
distribution with relatively high levels of variance indicates a po-
larized opinion distribution. However, this is not the case with the
distributions in Figure 5, even though the average distance from the
moderate opinion may indicate polarization. Therefore, when pri-
oritizing similarity in algorithmic filtering, it is important to make
the distinction between opinion similarity and group similarity,
specifically in the presence of extremists.

5.3 Least Polar Neighbors
Unsurprisingly, prioritizing neighbors with the most moderate opin-
ions results in the lowest levels of polarity of agents in the network,
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Figure 6: Average polarization of moderates with the least
polar neighbors filtering strategy.

as shown in Figure 6. The highest levels of polarity come from the
experiments with the smallest threshold parameter corresponding
to assimilation zones. When 𝑑1 is small, agents may still boomerang
away from moderate opinions. However, agents still overwhelm-
ingly assimilate when interacting with their moderate neighbors.

Even in the case where agents estimate the opinion of moder-
ates to be extreme because they are of the other group, average
polarization remains relatively low. In the bottom, left panel in
Figure 6, we see the highest levels of polarization for this strategy,
corresponding to a network with extremists where agents estimate
the opinion of the other group. However, both the average distance
to 0.5 and the variance in the agents’ opinions (∼0.08) are relatively
small when compared to other filtering strategies. Additionally, in
these experiments, originally moderate agents (the 80% who were
not extremists) typically reach a consensus, almost exactly at 0.5.
Therefore, in our model, it is possible for agents to reach a con-
sensus, even when over-estimating the extremism of agents of the
other group, but it requires prioritizing the least polar opinions.

We omit the distribution of final opinions for this strategy be-
cause, in each case, all agents (except the initial extremists) end the
experiment with opinions close to 0.5. There is no difference in the
final distribution when varying the presence of group dynamics.

5.4 Most Popular Neighbors
This filtering strategy is unique because an agent will interact with
the same neighbors at every iteration. Since the network structure
does not change over the course of the experiment, an agent’s
most popular neighbors will not change. Therefore, we expect the
presence of extremists and the threshold parameters to influence
the polarity of the agents in the network. Additionally, the nodes
with the highest degree in the network may be the most extreme, so
the exact network structure plays a significant role in this filtering
strategy. The results of this experiment are presented in Figure 7.

As expected, polarity varies based on the threshold parameters
and the presence of extremists. When agents use the true opinions
of their neighbors and there are no extremists in the network,
there is very little opinion polarization. In addition, the variance
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Figure 7: Average polarization of moderates with the most
popular neighbors filtering strategy.
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Figure 8: Distribution of final opinions with themost popular
neighbors filtering strategy.

of opinions in these experiments is quite small (< 0.008). In this
instance, agents tend to reach a consensus at the opinion of the
agent with the highest degree. This can be at any value on the
spectrum, but over the course of 25 trials, the average highest-
degree node has opinion 0.5. In general, this filtering strategy leads
to consensus at the opinion of the node with the highest degree.

In the top, left panel of Figure 7, we see the threshold parameters
influence the effectiveness of this strategy.When𝑑1 and𝑑2 are small,
there is only a small zone of acceptable opinions for each agent. If
the agents with the highest degree have opinions that fall outside
of this zone, an agent will not assimilate towards that opinion, and
since 𝑑2 is also small, an agent is more likely to boomerang away
from the opinion of the most popular agents. This results in higher
levels of polarization than in experiments with larger 𝑑1 thresholds.
Additionally, we see higher levels of polarization with this strategy
when agents overestimate the extremity of their neighbors. This
strategy is most affected by overestimation of opinion because of
the repeated interaction with the same neighbors. When the most
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Figure 9: Average polarization of moderates with the random
neighbors filtering strategy.

popular neighbors are of the other group, agents repeatedly interact
with them, causing an overestimation of their extremity.

Figure 8 shows the distribution of opinions at the end of each
experiment for all 25 trials, for 𝑑1 = 0.5 and 𝑑2 = 0.5 (corresponding
to the results in the center square of Figure 7). The main difference
in these results stems from how an agent interacts with out-group
neighbors. In the two panels in the first column of Figure 8, agents
estimate the opinion of out-group neighbors, and in these two
experiments, there is a high proportion of agents with extreme
opinions, even in the top, right panel, where there are no initial
extremists. This is a result of popular neighbors not necessarily
belonging to the same group as the agent. If an agent is constantly
interacting with and over-estimating the extremity of out-group
neighbors, they move towards the extreme of their own group.
This strategy emphasizes the impact group dynamics can have on
opinion dynamics; if agents constantly interact with out-group
neighbors and over-estimate their extremity, the final distribution
will be more polarized than if agents disregard group stereotypes.

5.5 Random Neighbors
The final strategy we implement allows agents to interact with
their neighbors randomly. By construction of the network, it is
still more likely that an agent will interact with someone similar,
both in terms of opinion and group, due to homophily. Without
the presence of a filtering strategy, we cannot rule out consistent
interaction with extremists or agents of the other group. Figure 9
shows the polarization on the network after the experiment has
terminated, for each of the 𝑑1 and 𝑑2 combinations. The top, left
panel shows the polarization of moderates on a network without
extremists where agents estimate the opinion of neighbors of the
other group. In general, the agents on these networks reached a
consensus, as there was very little variance in the 200 opinions.
While the average opinion over the 25 trials was roughly 0.5 for
each combination of threshold parameters, closer inspection of the
results indicates that opinions rarely settled around 0.5. Opinions
more frequently converged to slightly polarized values, such as

0.35 and 0.65, meaning opinion formation was largely dependent
on initial graph structure.

The top, right panel of Figure 9 shows the average polarity from
networks free of extremists where agents use the true opinion of
their neighbors to form their opinions. In this case, agents always
reached a consensus, and there was little variance (< 0.006) in the
opinions for all trials in all combinations of threshold parameters.
The average polarization reflects the fact that consensus rarely
occurred at the moderate opinion, 0.5, and was more likely to oc-
cur at a slightly polarized opinion. The random interactions that
did occur significantly influenced the final consensus — meaning
the filtering strategies should greatly influence the final opinion
distribution. The bottom row of Figure 9 shows the polarization
of the agents in the same experiments when there are extremists
present in the network. Unsurprisingly, the average polarization on
the network increases as a result. There is little difference between
agents interacting with the true opinion of their neighbors as op-
posed to an estimated opinion, likely due to the fact that agents
interact with extremists over the course of the experiment. The fi-
nal opinion distributions of these experiments provide little insight
beyond what Figure 9 shows. The main difference is the presence
of extremists, which leads to a bimodal distribution at the extremes,
whereas when there are no extremists, the two poles are closer to
the moderate opinion. These facts are reflected in Figure 9.

6 CONCLUSIONS
Understanding the formation of opinions on a network is a compli-
cated question. Previous opinion dynamics models have focused on
how individuals change their opinion after interacting with others,
but each model relies on an individual interacting with their neigh-
bor’s actual opinion. We address this by allowing individuals to
overestimate the extremity of out-group neighbors, a phenomenon
with support in the study of partisan polarization [e.g., 16]. We
find that this leads to generally higher levels of polarity, especially
in networks with extremists. Further, the effectiveness of filtering
strategies is impacted by the presence of the group mechanism.

It is important to emphasize the role group identity plays in opin-
ion formation. If individuals do not interact with someone’s true
opinion, and they assume they are interacting with an out-group
member of more extreme opinions, filtering strategies can con-
tribute to increasing levels of polarity, and the presence of extrem-
ists in the network only contributes to agents’ negative stereotypes
about the other group. Further, we cannot accurately study opinion
dynamics if we do not incorporate the ways in which people actu-
ally interact. Given the evidence that individuals primarily interact
with people of their in-group, and use negative stereotypes when
interacting with people of the out-group, opinion dynamics models
should take this into account, and we have shown that the presence
of such a mechanism may lead to higher levels of polarization.
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