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#### Abstract

Consider a directed network where each node is either red (using the red product), blue (using the blue product), or uncolored (undecided). Then in each round, an uncolored node chooses red (resp. blue) with some probability proportional to the number of its red (resp. blue) out-neighbors.

What is the best strategy to maximize the expected final number of red nodes given the budget to select $k$ red seed nodes? After proving that this problem is computationally hard, we provide a polynomial time approximation algorithm with the best possible approximation guarantee, building on the monotonicity and submodularity of the objective function and exploiting the Monte Carlo method. Furthermore, our experiments on various real-world and synthetic networks demonstrate that our proposed algorithm outperforms other algorithms.

Additionally, we investigate the convergence time of the aforementioned process both theoretically and experimentally. In particular, we prove several tight bounds on the convergence time in terms of different graph parameters, such as the number of nodes/edges, maximum out-degree and diameter, by developing novel proof techniques.
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## 1 INTRODUCTION

The emergence of online social networks, such as Facebook, Twitter, WeChat, and Instagram, has precipitated a paradigm shift in communication methods in the 21st century. These digital platforms have fundamentally transformed the manner in which individuals interact and exchange information.

The proliferation of online social networking sites, coupled with advancements in information technology, has sparked a keen interest in leveraging social networks to advertise new products or promote political campaigns. Nowadays, many firms are opting out
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of utilizing online social networks for advertising purposes, in lieu of more traditional methods.

Corporations frequently employ diverse strategies to persuade a specific segment of consumers on social media platforms to adopt their new products, such as targeted advertising, providing free samples, or monetary incentives. By harnessing the influence of these individuals and encouraging them to recommend the product to their social circles, a chain reaction of recommendations can be created, usually referred to as viral marketing, cf. [36, 40]. This technique has emerged as a prominent method for promoting new products, as it enables companies to achieve extensive reach and exposure while keeping costs low.

The question then becomes how to choose an initial subset of so-called early adopters to maximize the number of people that will eventually be reached, given some fixed marketing budget. To tackle this question, several stochastic models, such as the Independent Cascade (IC) and Linear Threshold (LT) model [30], have been introduced to simulate the product adoption process. In most of these models, one considers a graph where each node is either colored (active) or uncolored (inactive). Then, in each round of the process, some uncolored nodes become colored following a predefined stochastic updating rule. The nodes correspond to individuals, and the edges represent relationships such as friendship, interest, or collaboration. A node is colored when it has adopted the product, and the updating rule defines the way the adoption progresses.

The problem of finding a seed set of size $k$ which maximizes the expected final number of colored nodes has turned out to be NP-hard in various setups, cf. [12, 30, 35, 50]; however, several greedy-based and centrality-based approximation algorithms have been developed, cf. [17, 35]. Another aspect of diffusion processes which has been studied extensively is the convergence time, where tight bounds in terms of different network parameters or for special classes of networks have been provided, cf. [7, 25, 33].
The extant body of prior work has predominantly centered on single cascade models, cf. [2, 17, 35, 52], albeit this presupposition proves inadequate in numerous practical situations, particularly in the presence of multiple rival products. It is not uncommon for creators of consumer technologies to introduce a new product in a market where a competitor is presenting a comparable product. Consequently, several extensions of the single cascade models such as the IC and LT model have been introduced to capture the multiple cascade framework, cf. [5, 8, 36, 37, 40, 43, 51, 53]. Given a state where nodes are either uncolored (undecided) or blue (use the blue product), the objective is to maximize the final reach of red color (adoption of the red product) with a given budget to make $k$ uncolored nodes red. It is often presumed that nodes do not switch between red and blue color as this may entail incurring a transition cost that could outweigh the direct advantages of the competitive technology, cf. [23]. Furthermore, the red company is aware of its
competitor's early adopters, for example through extensive market research or industrial espionage.

In contrast to single cascade, our knowledge of the multiple cascade framework is constrained. Therefore, gaining a more profound understanding of the driving mechanisms behind multiple products adoption processes is very fundamental. This is especially critical given that the limited work done on this topic have employed a contrived generalization of existing single cascade models rather than devising models tailored for the multiple products' setup. To close this gap, the present work develops a natural, simple, and intuitive model for the adoption of multiple products. We draw inspiration from the rich literature on opinion formation models, such as the Majority model [55] and Voter model [27], in which each node has an opinion from a range of opinions and updates its opinion through interactions with its peers. In our model, called Random Рick, nodes are uncolored, red, or blue and in each round an uncolored node picks one of its out-neighbors at random and adopts its color. This process particularly possesses the property that the probability of an uncolored node $v$ adopting red (resp. blue) color is proportional to the number of red (resp. blue) nodes in its out-neighborhood.

We prove that the problem of maximizing the expected final number of red nodes by selecting $k$ red seed nodes in the Random PICK model is computationally hard and provide a polynomial time approximation algorithm with theoretical guarantees. We also give several tight bounds on the convergence time of the Random Рick process in terms of different graph parameters, in both worst case and average setups. We complement our theoretical findings with a large set of experiments on real-world and synthetic graph data.

### 1.1 Basic Definitions

Graph Definitions. Consider a directed graph $G=(V, E)$, with the node set $V$ and edge set $E \subseteq V \times V$. Let $n:=|V|$ and $m:=|E|$. For a node $v \in V$, let $\Gamma_{+}(v):=\{u:(v, u) \in E\}$ and $\Gamma_{-}(v):=\{u:(u, v) \in$ $E\}$ be the set of out-neighbors and in-neighbors of $v$. Furthermore, $d_{+}(v):=\left|\Gamma_{+}(v)\right|$ and $d_{-}(v):=\left|\Gamma_{-}(v)\right|$ denote the out-degree and in-degree of node $v$. We define $\Delta_{+}(G):=\max _{v \in V} d_{+}(v)$ to be the maximum out-degree of $G$. The node sequence $v_{1}, \cdots, v_{k}$ is a walk if $\left(v_{i}, v_{i+1}\right) \in E$ for each $1 \leq i \leq k-1$. A path is a walk in which all nodes are distinct. The distance $d(v, u)$ from $v$ to $u$ is the length of the shortest path from $v$ to $u$. The distance $d(v, u)=\infty$ if there is no path from $v$ to $u$, i.e., $u$ is not reachable from $v$. The diameter of $G$ is denoted by $D(G):=\max _{v, u \in V, d(v, u) \neq \infty} d(v, u)$. (Note that we exclude the unreachable pairs.) We simply use $D$ and $\Delta_{+}$, when $G$ is clear from the context.

Assume that in $G$, if $(v, u) \in E$, then $(u, v) \in E$. Then, we say that $G$ is undirected. In that case, we simply use $\Gamma(v)$ instead of $\Gamma_{-}(v)$ and $\Gamma_{+}(v)$ and use $\Delta$ instead of $\Delta_{+}$.
Model Definition. A state is a function $\mathcal{S}: V \rightarrow\{b, r, u\}$, where $b, r$, and $u$ represent blue, red, and uncolored, respectively. We say a node is colored if it is blue/red.

Definition 1 (Random Pick). In the Random Pick model for a given initial state $\mathcal{S}_{0}$, in each round every node $v$ picks an outneighbor $w$ (i.e., a node in $\Gamma_{+}(v)$ ) uniformly and independently at random; then, $v$ adopts $w$ 's color if $v$ is uncolored and $w$ is colored. See Figure 1 for an example.


Figure 1: One application of Random Pick model, where bold edges show the picked random out-neighbor for each node.

Note that the red/blue nodes and the uncolored nodes with no blue/red out-neighbors remain unchanged, regardless of their random choice of out-neighbor. Thus, we could redefine the model such that only uncolored nodes with at least one colored node choose a random out-neighbor. However, the model is defined as described in Definition 1 since it makes our analysis more straightforward.

The probability of an uncolored node $v$ adopting red/blue color is proportional to the number of red/blue nodes in $\Gamma_{+}(v)$. Furthermore, we could define the model in a push-based manner (rather than pullbased), where each node pushes its color to all of its in-neighbors and then each uncolored node picks one of the received colors uniformly at random. This description perhaps matches the reality more accurately, but the described models are identical.

Let $\mathcal{S}_{t}$, for $t \geq 0$, denote the state in the $t$-th round. Furthermore, we define $\mathcal{S}^{b}, \mathcal{S}^{r}$, and $\mathcal{S}^{u}$ to be the set of red/blue/uncolored nodes in the state $\mathcal{S}$. We define $R_{t}=\mathcal{S}_{t}^{r}, B_{t}=\mathcal{S}_{t}^{b}$ and $U_{t}=\mathcal{S}_{t}^{u}$ to be the set of red, blue, and uncolored nodes in $\mathcal{S}_{t}$. Set $r_{t}:=\left|R_{t}\right|, b_{t}:=\left|B_{t}\right|$, and $u_{t}:=\left|U_{t}\right|$. Note that they are all random variables.

Convergence Properties. A node $v \in U_{0}$ will be eventually colored red/blue if and only if it can reach a node $w \in R_{0} \cup B_{0}$. Thus, the Random Ріск process will eventually reach a stable state, where no node can update, that is, no uncolored node can be colored. (In other words, in the corresponding Markov chain there is a path from every state to some stable state and the stable states are absorbing.) The number of rounds the process needs to reach such a stable state is called the convergence time of the process.

Pick Sequence. Let $p s(v) \in V \times V \times \cdots$ denote the pick sequence for a node $v$, where the $t$-th element of the sequence is the random out-neighbor picked by node $v$ in the $t$-th round. We use $p s_{t}(v)$ to denote the $t$-th element of the sequence. Let $\mathcal{P}(G):=$ ( $\left.p s\left(v_{1}\right), \cdots, p s\left(v_{n}\right)\right)$ be the pick profile of $G=\left(V=\left\{v_{1}, \cdots, v_{n}\right\}, E\right)$. We observe that given an initial state $\mathcal{S}_{0}$ and a pick profile $\mathcal{P}$, the final color of all nodes can be inferred deterministically.

Product Adoption Maximization. For a state $\mathcal{S}$ which contains only blue/uncolored nodes (i.e., the red product has not entered the market yet) and a set $A \subset \mathcal{S}^{u}=V \backslash \mathcal{S}^{b}$, let $\mathcal{F}_{\mathcal{S}}(A)$ be the expected final number of red nodes in the Random Ріск process starting from the state $\mathcal{S}^{\prime}$ obtained from setting the colors of all nodes in $A$ to red in $\mathcal{S}$.

Definition 2 (Product Adoption Maximization). Given a directed graph $G=(V, E)$, a state $\mathcal{S}$, and a budget $k$, compute $\mathcal{F}_{\mathcal{S}}^{*}:=$ $\max _{|A| \leq k, A \cap \mathcal{S}^{b}=\emptyset} \mathcal{F}_{\mathcal{S}}(A)$.

We impose the restriction that $A \cap \mathcal{S}^{b}=\emptyset$, that is, the customers of the blue product cannot be targeted. However, it is straightforward to see all our results also hold when this restriction is relaxed.

Submodularity and Monotonicity. Consider an arbitrary function $f(\cdot)$ which maps subsets of a ground set $V$ to non-negative real values. Function $f$ is submodular if for all $v \in V$ and $A \subseteq A^{\prime} \subseteq V$, $f$ satisfies $f\left(A^{\prime} \cup\{v\}\right)-f\left(A^{\prime}\right) \leq f(A \cup\{v\})-f(A)$. Furthermore, we say that $f$ is monotonically increasing if $f(A \cup\{v\}) \geq f(A)$.

Approximation Algorithms. We say that $\mathcal{A}$ is a $\rho$-approximation algorithm for a maximization problem $P$ and some $\rho>0$ if the output of $\mathcal{A}$ is not smaller than the optimal solution times $\rho$ for any instance of problem $P$.

Some Inequalities. We utilize some standard probabilistic inequalities, cf. [21].

Theorem 1.1 (Chernoff bound). Suppose that $x_{1}, \cdots, x_{n}$ are independently distributed in $[0,1]$ and let $X$ denote their sum, then

- $\operatorname{Pr}[(1+\eta) \mathbb{E}[X] \leq X] \leq \exp \left(-\frac{\eta^{2} \mathbb{E}[X]}{3}\right)$,
- $\operatorname{Pr}[X \leq(1-\eta) \mathbb{E}[X]] \leq \exp \left(-\frac{\eta^{2} \mathbb{E}[X]}{2}\right)$.

Theorem 1.2 (MARKOV's inequality). Let $X$ be a non-negative random variable with finite expectation and $a>0$, then

$$
\operatorname{Pr}[X \geq a] \leq \frac{\mathbb{E}[X]}{a}
$$

Theorem 1.3 (Chebyshev's inequality). Let $X$ be a random variable with finite variance and $a>0$, then

$$
\operatorname{Pr}[|X-\mathbb{E}[X]| \geq a] \leq \frac{\operatorname{Var}[X]}{a^{2}}
$$

Furthermore, we sometimes use the basic inequalities $1-z \leq$ $\exp (-z)$ for any $z$ and $4^{-z} \leq 1-z$ for any $0<z<1 / 2$.

Assumptions. We let $n$ (the number of nodes) tend to infinity. We say an event $\mathcal{E}$ occurs with high probability (w.h.p.) if it happens with probability $1-o(1)$.

### 1.2 Our Contribution

We prove that there is no $\left(1-\frac{1}{e}+\epsilon\right)$-approximation algorithm (for any constant $\epsilon>0$ ) for the Product Adoption MaximizaTION problem, under some plausible complexity assumptions, by a reduction from the Maximum Coverage problem [24].

We show that the objective function $\mathcal{F}_{S}(\cdot)$ is monotone and submodular. Given a pick profile, we build an extended sequence es(v) for each node $v$. This sequence has the distinctive characteristic that the final color adopted by $v$ is the same as the color of the first node in this sequence which is red/blue in the initial state $\mathcal{S}_{0}$ (if such a node does not exist, $v$ will be uncolored). This will be the main building block of our proof of monotonicity and submodularity. Consequently, a greedy Hill Climbing approach would provide us with an approximation ratio of $1-\frac{1}{e}$, cf. [41]. However, for that we need to repeatedly compute $\mathcal{F}_{\mathcal{S}}(\cdot)$, which seems to be computationally expensive. Thus, we resort to the Monte Carlo approximation for estimating $\mathcal{F}_{\mathcal{S}}(\cdot)$, which overall provides us with a polynomial time $\left(1-\frac{1}{e}-\epsilon\right)$-approximation algorithm for any $\epsilon>0$. Moreover, our empirical evaluations on a large spectrum of real-world and synthetic networks illustrate that our proposed algorithm consistently outperforms the classic centrality-based algorithms. Therefore, our algorithm not only boasts proven theoretical guarantees, but also demonstrates highly satisfactory performance in practice.

In the second part, we provide several tight bounds on the convergence time of the Random Pick process in terms of different graph
parameters. This is not only very fundamental and interesting by its own sake, but also a prerequisite for bounding the time complexity of our algorithm. Specifically, we prove the upper bounds of $\tilde{O}(m)$ and $\tilde{O}\left(D \Delta_{+}\right)$, where $\tilde{O}$ is used to hide poly-logarithmic terms in $n$. We prove that these bounds are the best possible and further derive stronger bounds for undirected graphs. To prove the bounds, we introduce the novel concept of traversed node chain and rely on various Markov chain analyses. For the tightness proofs, we present explicit constructions. We also consider the randomized setup, where each node is colored independently with probability (w.p.) $q>0$ and prove the bound of $\tilde{O}\left(1 / q^{2}\right)$ for directed graphs and $\tilde{O}(1 / q)$ for undirected graphs. Additionally, we investigate the convergence time on various real-world and synthetic networks.

Finally, we prove that the problem of determining whether there exists an initial state with $k$ colored nodes with the expected convergence time $t$, is NP-hard (even in very restricted setups) by a reduction from the Vertex Cover problem.

### 1.3 Related Work

IC Model. The Independent Cascade (IC) model, popularized by the seminal work of Kempe et al. [30], has obtained substantial popularity to simulate viral marketing, cf. [35, 48]. In this model, initially each node is uncolored (inactive), except a set of seed nodes which are colored (active). Once a node is colored, it gets one chance to color each of its out-neighbors. The problem of finding a seed set of size $k$ which maximizes the expected final number of colored nodes have been studied extensively and a large collection of approximation and heuristic algorithms (mostly using greedy approaches) have been developed, cf. [17, 30, 35]. Different extensions of the IC model have been introduced to investigate the diffusion of multiple competing products, cf. [8, 13, 20, 36, 38, 40, 58]. They usually suppose that both products (red or blue) spread following the IC model and define how the spread of one can influence the other. Similar to our work, their main goal is to design efficient algorithms for the selection of a set of red seed nodes. The problem is proven to be NP-hard in most scenarios and thus the previous works have resorted to approximation algorithms for general case [13, 20, 38] or exact algorithm for special cases [8].
Threshold Model. In the Threshold model, each node $v$ has a threshold $\tau(v)$. From a starting state, where each node is either colored or uncolored, an uncolored node becomes colored once $\tau(v)$ fraction of its out-neighbors are colored. The problem of selecting $k$ colored seed nodes cannot be approximated within the ratio of $O\left(2^{\log ^{1-\epsilon}} n\right)$, for any constant $\epsilon>0$, unless $N P \subseteq$ DTIME ( $n^{\text {polylog(n) }}$ ) [15]. However, the problem is traceable for trees [14] and there is a $(1-1 / e)$-approximation algorithm for the Linear Threshold (LT) model, where the threshold $\tau(v)$ is chosen uniformly and independently at random in [0, 1], cf. [30]. Several works [9, 37, 43, 53] have considered the setup with two colors, where for a node $v$, once $\tau(v)$ fraction of its out-neighbors are colored, it picks one of the two colors following a certain updating rule. Again due to the NP-hard nature of the problem, approximation techniques using submodularity [37] and rapidly mixing Markov chains [43] and various heuristics [53] have been developed.
Majority-based Model. Let each node be either red or blue. Then, in the Majority model $[18,55,56,59]$, in every round each node
updates its color to the most frequent color in its out-neighborhood and in the Voter model [19, 27, 46] each node chooses one of its out-neighbors at random and adopts its color. Unlike the IC or Threshold model, here a node can switch back and forth between red and blue. These models aim to mimic opinion formation process (where individuals might change their opinions constantly) while the IC and Threshold model goal to simulate product adoption process (where once a customer adopts a product, it is costly to switch to the other). For the problem of maximizing the final number of red nodes using a budget $k$, a $\log \Delta$-approximation algorithm is known for the Majority model [39] and a Fully Polynomial Time Approximation Scheme [22] for the Voter model (when selecting each seed node $v$ has a given cost $c(v)$ ).
Convergence Time. The convergence time is one of the most well-studied characteristic of dynamic processes, cf. [3, 4]. For the Majority model on undirected graphs, it is proven [44] that the process converges in $O\left(n^{2}\right)$ rounds (which is tight up to some poly-logarithmic factor [25]). Better bounds are known for special graphs [55]. The convergence properties have also been studied for directed acyclic graphs [18], weighted graphs [29], and when the updating rule is biased [33]. For the Voter model, an upper bound of $O\left(n^{3} \log n\right)$ has been proven in [27] using reversible Markov chain argument. For the Threshold model on undirected graphs, it is proven [54] that when $\tau(v)=r / d_{+}(v)$ for a fixed $r$, then the convergence time can be bounded by $O(r n / \delta)$, where $\delta$ is the minimum degree.

## 2 PRODUCT ADOPTION MAXIMIZATION

### 2.1 Inapproximability Result

Theorem 2.1. There is no polynomial time ( $1-\frac{1}{e}+\epsilon$ )-approximation algorithm (for any constant $\epsilon>0$ ) for the Product Adoption MaxiMIZATION problem, unless $N P \subseteq$ DTIME $\left(n^{O}(\log \log n)\right.$ ).

Proof Sketch. The reduction is from the Maximum Coverage problem, where for a given collection of subsets $S=\left\{S_{1}, S_{2}, \cdots, S_{l}\right\}$ of an element set $O=\left\{O_{1}, \cdots, O_{h}\right\}$ and an integer $k$, the goal is to find the maximum number of elements covered by $k$ subsets. It is known that there is no polynomial time ( $1-\frac{1}{e}$ )-approximation algorithm for the Maximum Coverage problem, unless $N P \subseteq$ $\operatorname{DTIME}\left(n^{O}(\log \log n)\right)$, cf. [24]. Given an instance of Maximum Coverage problem, we can construct an instance of the Product Adoption Maximization problem in polynomial time such that $O P T_{M C}=\left(O P T_{P A M}-k\right) /\lceil 1 / \epsilon\rceil$, where $O P T_{M C}$ and $O P T_{P A M}$ correspond to the optimal solution in the Maximum Coverage and Product Adoption Maximization problem. Combining this with the aforementioned hardness result for Maximum Coverage concludes the proof. A complete proof is given in the full version [57].

### 2.2 Greedy Algorithm

Our first goal here is to prove Theorem 2.2, which states that the function $\mathcal{F}_{\mathcal{S}}(\cdot)$ is monotone and submodular. Let us present a reformulation of our model, which facilitates the proof of the theorem.

Extended Sequence. Consider a pick profile $\mathcal{P}$ (defined in Section 1.1), then we establish the notion of extended sequence es (v) for a node $v$. Let us define es ${ }^{t}(v)$ for $t \geq 0$ in a constructive manner.

Define $e s^{0}(v)=v$ and for $t \geq 1, e s^{t}(v)=e s^{t-1}(v)$,es ${ }^{t-1}\left(v^{\prime}\right)$, where $v^{\prime}$ is the node $v$ picks in the $t$-th round, i.e., $v^{\prime}$ is the $t$-th element in the pick sequence $p s(v)$. (We use "," for concatenation.) Then, the extended sequence $e s(v)$ is just $e s^{t}(v)$ when we let $t$ go to infinity. Note that this definition is well-defined since we can first calculate $e s^{0}$ for all nodes, then $e s^{1}$, and so on. However, the time complexity of computing these sequences does not concern us since they are solely utilized to provide a reformulation of our model, which simplifies the proof of submodularity and monotonicity.

The functionality of the extended sequence es $(v)$ is that, based on Lemma 1, if we keep traversing its nodes until we reach a node which is colored red/blue in the initial state $\mathcal{S}_{0}$, then that would be the final color picked by $v$. The idea is to trace back where the color of $v$ comes from. Please refer to the full version [57] for an example.

Lemma 1. Consider the Random Pick process on a graph $G=$ $(V, E)$ with an initial state $\mathcal{S}_{0}$ and pick profile $\mathcal{P}$. For a node $v$, let $w$ be the first node in es ${ }^{t}(v)$ such that $\mathcal{S}_{0}(w) \neq u$, then $\mathcal{S}_{t}(v)=\mathcal{S}_{0}(w)$, and if there is no such node then $\mathcal{S}_{t}(v)=u$.

The proof of Lemma 1 follows from an induction on $t$. A proof is provided in the full version [57].

Theorem 2.2. For an arbitrary state $\mathcal{S}$ on a graph $G=(V, E)$, the function $\mathcal{F}_{\mathcal{S}}(\cdot)$ is monotonically increasing and submodular.

Proof. Submodularity. Consider a node $v \in V$ and subsets $A \subseteq A^{\prime} \subseteq \mathcal{S}^{u}$. We want to prove that $\mathcal{F}_{\mathcal{S}}\left(A^{\prime} \cup\{v\}\right)-\mathcal{F}_{\mathcal{S}}\left(A^{\prime}\right) \leq$ $\mathcal{F}_{\mathcal{S}}(A \cup\{v\})-\mathcal{F}_{\mathcal{S}}(A)$. Note that for $\mathcal{F}_{\mathcal{S}}(\cdot)$, we need to compute the expected final number of red nodes, which seems difficult to deal with directly. However, if we fix all the random choices of outneighbors, then it perhaps becomes easier to handle. Let $\mathcal{F}_{\mathcal{S}}^{\mathcal{P}}(\cdot)$ be the same as $\mathcal{F}_{\mathcal{S}}(\cdot)$ but conditioning on the pick profile $\mathscr{P}$. Then, we can rewrite $\mathcal{F}_{\mathcal{S}}(\cdot)$ as $\sum_{\text {all profiles }} \mathcal{P} \operatorname{Pr}[\mathcal{P}] \cdot \mathcal{F}_{\mathcal{S}}^{\mathcal{P}}(\cdot)$. Since a nonnegative linear combination of submodular functions is also submodular, it suffices to prove that $\mathcal{F}_{\mathcal{S}}^{\mathcal{P}}(\cdot)$ is submodular.

Consider a node $w$ which counts as a final red node in $\mathcal{F}_{\mathcal{S}}^{\mathcal{P}}\left(A^{\prime} \cup\right.$ $\{v\}$ ) but not in $\mathcal{F}_{\mathcal{S}}^{\mathcal{P}}\left(A^{\prime}\right)$. According to Lemma 1, this implies that in the extended sequence $e s(w)$ (with respect to $\mathcal{P}$ ): (i) there is a node from $\mathcal{S}^{b}$ before any node from $A^{\prime} \cup \mathcal{S}^{r}$ or there is no node from $A^{\prime} \cup \mathcal{S}^{b} \cup \mathcal{S}^{r}$, (ii) node $v$ appears before any node in $A^{\prime} \cup \mathcal{S}^{b} \cup \mathcal{S}^{r}$. (Note that $A^{\prime} \cup \mathcal{S}^{b} \cup \mathcal{S}^{r}$ is the set of colored nodes.) Condition (i) is true since $w$ does not count as a final red node in $\mathcal{F}_{\mathcal{S}}^{\mathcal{P}}\left(A^{\prime}\right)$ and condition (ii) holds since it does in $\mathcal{F}_{\mathcal{S}}^{\mathcal{P}}\left(A^{\prime} \cup\{v\}\right)$. Note that since $A \subseteq A^{\prime}$, both conditions will remain true if we replace $A^{\prime}$ with $A$. This implies that $w$ counts as a final red node in $\mathcal{F}_{\mathcal{S}}^{\mathcal{P}}(A \cup\{v\})$ but not $\operatorname{in} \mathcal{F}_{\mathcal{S}}^{\mathcal{P}}(A)$. Therefore, we can conclude $\mathcal{F}_{\mathcal{S}}^{\mathcal{P}}\left(A^{\prime} \cup\{v\}\right)-\mathcal{F}_{\mathcal{S}}^{\mathcal{P}}\left(A^{\prime}\right) \leq$ $\mathcal{F}_{\mathcal{S}}^{\mathcal{P}}(A \cup\{v\})-\mathcal{F}_{\mathcal{S}}^{\mathcal{P}}(A)$.

Monotonicity. Consider an arbitrary node $v \in V$ and set $A \subset$ $V$. We aim to show that $\mathcal{F}_{\mathcal{S}}(A) \leq \mathcal{F}_{\mathcal{S}}(A \cup\{v\})$. Again using $\mathcal{F}_{\mathcal{S}}(\cdot)=\sum_{\text {all profiles }} \mathcal{P} \operatorname{Pr}[\mathcal{P}] \cdot \mathcal{F}_{\mathcal{S}}^{\mathcal{P}}(\cdot)$, it suffices to prove that $\mathcal{F}_{\mathcal{S}}^{\mathcal{P}}(A) \leq \mathcal{F}_{\mathcal{S}}^{\mathcal{P}}(A \cup\{v\})$. Let node $w$ count as a final red node in $\mathcal{F}_{\mathcal{S}}^{\mathcal{P}}(A)$. According to Lemma 1 , in the extended sequence es( $w$ ) (with respect to $\mathcal{P}$ ), there is a node from $\mathcal{S}^{r} \cup A$ which appears before any node from $\mathcal{S}^{b}$. This condition obviously remains true if
we replace $A$ with $A \cup\{v\}$. Therefore, $w$ counts as a final red node in $\mathcal{F}_{\mathcal{S}}^{\mathcal{P}}(A \cup\{v\})$ too.

The greedy Hill Climbing algorithm for the Product Adoption Maximization problem, repeatedly finds the element $v \in$ $\left(V \backslash \mathcal{S}^{b}\right) \backslash A$ which maximizes $\mathcal{F}_{\mathcal{S}}(A \cup\{v\})$ and adds it to $A$ until $|A|=k$. (This is essentially the same as Algorithm 1 if we replace Est $\mathcal{S}_{\mathcal{S}}(A \cup\{w\})$ with $\left.\mathcal{F}_{\mathcal{S}}(A \cup\{w\}).\right)$ Since $\mathcal{F}_{\mathcal{S}}(\cdot)$ is non-negative, monotone, and submodular (see Theorem 2.2), the Hill ClimbING algorithm has the approximation ratio of $\left(1-\frac{1}{e}\right)$, according to [41]. However, since computing $\mathcal{F}_{\mathcal{S}}(\cdot)$ seems to be computationally expensive, we use the Monte Carlo method, which results in Algorithm 1 whose analysis is given in Theorem 2.3.

```
Algorithm 1: Monte Carlo Greedy Algorithm
    Input: Graph \(G=(V, E)\), state \(\mathcal{S}\), budget \(k\), error factor \(\epsilon>0\).
    Output: Selected seed nodes.
    Initialize \(A \leftarrow \emptyset\)
    for \(i=1\) to \(k\) do
        \(v \leftarrow \arg \max _{w \in\left(V \backslash \mathcal{S}^{b}\right) \backslash A} E s t_{\mathcal{S}}(A \cup\{w\})\)
        \(A \leftarrow A \cup\{v\}\)
    end
    return \(A\)
    Function \(\operatorname{Est}_{\mathcal{S}}(A)\) :
        count \(\leftarrow 0\)
        for \(j=1\) to \(R=\left(27 n k^{2} \ln n^{3}\right) / \epsilon^{2}\) do
            Simulate Random Pick with the state obtained
            from \(\mathcal{S}\) by making \(A\) red.
            \(r \leftarrow\) final number of red nodes
            count \(\leftarrow\) count \(+r\)
        end
        return count \(/ R\)
    end
```

Theorem 2.3. Algorithm 1 w.h.p. achieves approximation ratio of $1-\frac{1}{e}-\epsilon$ in time $O(k R n m T)$, where $T=D \Delta_{+}$.

Proof. In the context of Hill Climbing approach, it is known (e.g., Theorem 3.6 in [16]) that if Est $\mathcal{S}_{\mathcal{S}}(\cdot)$ is a multiplicative $\eta$-error estimate of $\mathcal{F}_{\mathcal{S}}(\cdot)$ for $\eta=\epsilon /(3 k)$, then Algorithm 1 has an approximation ratio of $1-\frac{1}{e}-\epsilon$.

Consider an arbitrary seed set $A$. Let random variable $x_{j}$, for $1 \leq j \leq R$, be the number of red nodes in the $j$-th simulation (i.e., the $j$-th iteration of for loop in line 9 of Algorithm 1) divided by $n$. Define $X:=\sum_{j=1}^{R} x_{j}$ and $\bar{X}:=X / R$. Applying the Chernoff bound, we have $\operatorname{Pr}[|\bar{X}-\mathbb{E}[\bar{X}]| \geq \eta \mathbb{E}[\bar{X}]]=\operatorname{Pr}[|X-\mathbb{E}[X]| \geq \eta \mathbb{E}[X]] \leq$ $2 \exp \left(-\eta^{2} \mathbb{E}[X] / 3\right) \leq 2 / n^{3}$. In the last step, we used $\eta^{2}=\epsilon^{2} /\left(9 k^{2}\right)$, $\mathbb{E}[X] \geq R / n\left(\right.$ since $\left.x_{i} \geq 1 / n\right)$ and $R=\left(27 n k^{2} \ln n^{3}\right) / \epsilon^{2}$.

Since there are at most $n k \leq n^{2}$ calls to Est $\mathcal{S}_{\mathcal{S}}(\cdot)$, a union bound implies that $E s t_{\mathcal{S}}(\cdot)$ is a multiplicative $\eta$-error estimate of $\mathcal{F}_{\mathcal{S}}(\cdot)$ w.h.p.

The algorithm performs at most $k n R$ simulations of the Random Рick process. The time to execute one round of a simulation is in $O(m)$. Furthermore, in Section 3 (Theorems 3.1) we prove that w.h.p. the convergence time of the process is in $O\left(D \Delta_{+}\right)$. Therefore, the overall run time of the algorithm is in $O(k R n m T)$ w.h.p.


Figure 2: The final ratio of red nodes for $k$ seed nodes and $b_{0}=$ (a) 10, (b) 20, (c) 50 and (d) $\mathbf{1 0 0}$ initial blue nodes on the Food network.

Run Time on Real-world Networks. According to Theorem 2.3, the run time of Algorithm 1 in $\tilde{O}\left(k^{3} n^{2} m D \Delta_{+} / \epsilon^{2}\right)$. In realworld social networks, it is commonly observed that $m=\Theta(n)$ and $D$ and $\Delta_{+}$are small, cf. [1]. Thus, for fixed values of $k$ and $\epsilon$, the algorithm runs in $\tilde{O}\left(n^{3}\right)$. We pose devising heuristic algorithms which run in nearly linear time as a potential avenue for future research in Section 4.

Extensions. The Random Pick process can be naturally extended to encompass the case of more than two colors, where again an uncolored node picks an out-neighbor at random and adopts its color. In the Product Adoption Maximization problem, we can let the initial colored nodes be of different colors (rather than just blue) and we again simply add red seed nodes. Then, all of our results can be easily extended to this setup.

Furthermore, we can extend the greedy algorithm to the case where the costs of selected nodes are non-uniform and the total cost of selected nodes cannot exceed a given budget. The adapted greedy algorithm again achieves an approximation ratio of $1-\frac{1}{e}-\epsilon$, cf. [31, 49].

### 2.3 Experiments: Comparison of Algorithms

Datasets. Our experiments are conducted on real-world social networks from KONECT [32], Network Repository [47], and SNAP [34]. We also consider the BA (Barabási-Albert) model [1] which is a synthetic graph model tailored to capture fundamental properties observed in real-world networks, such as small diameter and scalefree degree distribution. For the BA graphs, we set the parameters such that the average degree is comparable to that of experimented real-world networks with similar number of nodes. The list of experimented networks is in Table 1.

Machine. All our experiments, programmed in fulia, were conducted on a Linux server with 128G RAM and 4.2 GHz Intel i7-7700 CPU, using a single thread.

Algorithms. We compare our algorithm against several classic centrality based algorithms which choose $k$ uncolored nodes to be
the seed nodes according to some centrality measure for an instance of the Product Adoption Maximization problem: PageRank [42] (highest PageRank), Closeness $[6,11]$ (highest closeness), Betweenness $[10,11]$ (highest betweenness), InDegree [6, 11]: (highest indegree), OutDegree [6, 11] (highest out-degree). (For undirected graphs, we only consider the OutDegree algorithm because InDegree and OutDegree are identical.)

Furthermore, we consider a Community based algorithm where we run a community detection algorithm [45] to find at least $2 k$ communities. Then, we sort the communities based on the number of blue nodes in them in the ascending order. In each of the first $k$ communities, we select an uncolored node at random and color it red. (The idea is that the red marketer targets communities which are "untouched" or "less touched" by the blue marketer.) We set $R=300$ for our greedy algorithm in all the experiments.

Comparison. For each network, we randomly selected $b_{0}=$ $10,20,50,100$ nodes and colored them blue. Then, we chose $k=$ $1,2, \ldots, 50$ initial red nodes from uncolored nodes using each of the aforementioned algorithms. We ran the process and computed the final number of red nodes. We repeated this process 300 times and computed the average final ratio of red nodes for each algorithm. The results for Food network are depicted in Figure 2. Similar diagrams are given in the full version [57] for other networks.

We observe that our proposed algorithm consistently outperforms other algorithms. Therefore, it not only possesses proven theoretical guarantees, but also performs very well in practice.

Another interesting observation is that the outcomes of our experiments emphasize on the importance of following a clever marketing strategy. For example, in Figure 2 (a), 10 blue nodes are chosen randomly. If the red marketer follows our greedy approach, even with 1 red seed node it can win almost $70 \%$ of the customers at the end and with 10 red seed nodes, it wins over $90 \%$ of the whole network. A similar behavior can be observed in other setups.

## 3 CONVERGENCE TIME

### 3.1 Tight Upper Bounds

In the Random Ріск process on a graph $G=(V, E)$ with the initial state $\mathcal{S}_{0}$, if an uncolored node does not have a path to (i.e., cannot reach) any node in $R_{0} \cup B_{0}$, it remains uncolored forever, and otherwise, it eventually becomes colored (i.e., red/blue). To bound the convergence time of the process, it suffices to bound the number of rounds required for all such nodes to be colored. (Note that we only focus on whether a node is colored or uncolored since the exact color of a node (red/blue) does not affect the consensus time.) Before proving our bounds and their tightness, we provide some preliminaries

Observation 1. In the Random Рick process on a graph $G=$ $(V, E)$, the expected number of rounds a nodev needs to pick a specific out-neighbor $w \in \Gamma_{+}(v)$ is equal to $1 / d_{+}(v)$.

Traversed Node Chain. Consider a node chain $w_{0}, w_{1}, \cdots, w_{h}$ in a graph $G=(V, E)$ where $\left(w_{i}, w_{i-1}\right) \in E$ for each $1 \leq i \leq h$. In the Random Рick process on $G$, we say $w_{0}, w_{1}, \cdots, w_{h}$ is traversed if there is a sequence of rounds such that $w_{1}$ picks $w_{0}$, then $w_{2}$ picks $w_{1}$, and so on until $w_{h}$ picks $w_{h-1}$. More precisely, there is $1 \leq t_{1}<t_{2}<\cdots<t_{h}$ such that $p s_{t_{i}}\left(w_{i}\right)=w_{i-1}$ for $1 \leq i \leq h$.

Now, we state Lemma 2, which is a main building block of our proofs in this section.

Lemma 2. Consider the Random Pick process on a graph $G=$ $(V, E)$. The expected number of rounds for a node chain $w_{0}, w_{1}, \cdots, w_{h}$ to be traversed is equal to $\sum_{i=1}^{h} d_{+}\left(w_{i}\right)$.

Proof. For any $1 \leq i \leq h$, the expected number of rounds for $w_{i}$ to pick node $w_{i-1}$ is $d_{+}\left(w_{i}\right)$. This is because $w_{i}$ has $d_{+}\left(w_{i}\right)$ outneighbors, and it picks one of them uniformly and independently at random in each round. Thus, the expected number of rounds to traverse the node chain $w_{0}, w_{1}, \cdots, w_{h}$ is equal to $\sum_{i=1}^{h} d_{+}\left(w_{i}\right)$.

Theorem 3.1. The convergence time of the Random Pick process w.h.p. is at most $4 D \Delta_{+} \log _{2} n$ if $G$ is directed and $20 n \log _{2} n$ if $G$ is undirected.

Proof. Directed. Consider an arbitrary initial state $\mathcal{S}_{0}$ on $G$. Let $w$ be a node which has a path to some node $w_{0} \in R_{0} \cup B_{0}$. Consider the node chain $\mathbf{w}=w_{0}, w_{1}, \cdots, w_{h}$ corresponding to the shortest path from $w=w_{h}$ to $w_{0}$, where $h=d\left(w, w_{0}\right)$. Let $T_{w}$ be the number of rounds required for $\mathbf{w}$ to be traversed. Applying Lemma 2 yields $\mathbb{E}\left[T_{w}\right] \leq \sum_{i=1}^{h} d_{+}\left(w_{i}\right) \leq h \Delta_{+} \leq D \Delta_{+}$, where we used $d_{+}\left(w_{i}\right) \leq \Delta_{+}$and $h \leq D$ which are correct by definition. Using Markov's inequality, we have $\operatorname{Pr}\left[T_{w} \geq 2 D \Delta_{+}\right] \leq \frac{\mathbb{E}\left[T_{w}\right]}{2 D \Delta_{+}} \leq \frac{1}{2}$.

Let $2 D \Delta_{+}$consecutive rounds be called a phase. Let us partition the rounds of the process into phases: rounds 1 to $2 D \Delta_{+}$build phase 1 , rounds $2 D \Delta_{+}+1$ to $4 D \Delta_{+}$build phase 2 and so on. The probability that $\mathbf{w}$ is not traversed in any of the first $2 \log _{2} n$ phases is at most $(1 / 2)^{2 \log _{2} n}=1 / n^{2}$. Thus, after $2 \log _{2} n$ phases (i.e., $4 D \Delta_{+} \log _{2} n$ rounds) w.p. at least $1-1 / n^{2}$, the node chain $\mathbf{w}$ is traversed. By a simple inductive argument, if $\mathbf{w}$ is traversed, then node $w$ is colored. Thus, node $w$ will be colored after $4 D \Delta_{+} \log _{2} n$ rounds w.p. $1-1 / n^{2}$. Since there are at most $n$ nodes which will be colored eventually (i.e., the uncolored nodes which have a path to $R_{0} \cup B_{0}$ ), a union bound implies that w.p. $1-1 / n$ in $4 D \Delta_{+} \log _{2} n$ rounds all such nodes are colored, and the process has converged.

Undirected. It suffices to prove that if $G$ is undirected, then $\sum_{i=1}^{h} d_{+}\left(w_{i}\right) \leq 5 n$ (instead of $\sum_{i=1}^{h} d_{+}\left(w_{i}\right) \leq D \Delta_{+}$). Then, the rest of the proof is identical to the one for the directed case by replacing $D \Delta_{+}$with $5 n$.

Consider a node $v$ which is not among the nodes in the node chain $\mathbf{w}$. Node $v$ can be adjacent to two nodes $w_{i}$ and $w_{j}$ only if they are at most one apart on the node chain (e.g., $v$ cannot be adjacent to both $w_{i}$ and $w_{i+3}$ ) because otherwise there is a path from $w_{h}$ to $w_{0}$ whose length is smaller than $h$, which is in contradiction with $\mathbf{w}$ corresponding to a shortest path from $w_{h}$ to $w_{0}$. (We are using the fact that if $v$ has an edge to $w_{i}$, then $w_{i}$ has an edge to $v$ too since $G$ is undirected.) Hence, node $v$ is adjacent to at most 3 nodes on $\mathbf{w}$. If we look at all the edges which count against the sum $\sum_{i=1}^{h} d_{+}\left(w_{i}\right)$, they are either between nodes in $\mathbf{w}$ or between a node in $\mathbf{w}$ and a node outside it. There are at most $2 n$ edges between nodes in $\mathbf{w}$ (we are using the point that there is no edge between $w_{i}$ and $w_{i-2}$, again because $\mathbf{w}$ corresponds to a shortest path). Furthermore, the number of edges of the second type is upper-bounded by $3 n$ according to our observation from above. Thus, we get $\sum_{i=1}^{h} d_{+}\left(w_{i}\right) \leq 5 n$.

Tightness. Consider a node set $V_{1}$ of size $n / 2$, a node set $V_{2}$ of size $n / 2-1$, and a node $v$. Add an edge from every node in $V_{1}$ to every node in $V_{2} \cup\{v\}$ to construct graph $G$ and assume that initially only node $v$ is colored. Note that $\Delta_{+}(G)=n / 2$ and $D(G)=1$. Theorem 3.1 states that the convergence time is at most $4 \Delta_{+} D \log _{2} n=2 n \log _{2} n$ w.h.p. We show that this bound is tight up to a constant factor. More precisely, we prove that if we replace $2 n \log _{2} n$ with $t^{*}=(1 / 8) n \log _{2} n$, the statement is no longer true.

Let us label nodes in $V_{1}$ from $v_{1}$ to $v_{n / 2}$. Let Bernoulli random variable $x_{i}$, for $1 \leq i \leq n / 2$, be 1 if and only if $v_{i}$ is uncolored in round $t^{*}$. Node $v_{i}$ becomes colored only if it picks $v$; thus, $\mathbb{E}\left[x_{i}\right]=$ $\operatorname{Pr}\left[x_{i}=1\right] \geq(1-2 / n)^{t^{*}} \geq(1 / 4)^{2 t^{*} / n}=(1 / 2)^{\log _{2} n^{1 / 2}}=1 / \sqrt{n}$, where we used the estimate $1-z \geq(1 / 4)^{z}$ for $0<z<1 / 2$. Let random variable $X:=\sum_{i=1}^{n / 2} x_{i}$ be the number of uncolored nodes in $V_{1}$ in round $t^{*}$. Then, we have $\mathbb{E}[X] \geq(n / 2) \cdot(1 / \sqrt{n})=\sqrt{n} / 2$. Since $x_{i}$ 's are independent, applying the Chernoff bound gives us $\operatorname{Pr}[X \leq \sqrt{n} / 4] \leq \exp (-\sqrt{n} / 16)=o(1)$. Hence, w.h.p. after $t^{*}$ rounds, there is at least one uncolored node in $V_{1}$, which implies that the process has not converged.

Bound in Number of Edges. We also provide an upper bound in terms of the number of edges in Theorem 3.2, whose proof and tightness are discussed in the full version [57]. The main idea of the proof is to introduce a generalization of traversed node chains.

Theorem 3.2. The convergence time of the random Pick process on a directed graph $G=(V, E)$ is at most $m / \beta$ w.p. $1-\beta$, for any $0<\beta<1$.

### 3.2 Random Initial State

In a $q$-random state, for some $0<q<1$, each node is colored independently w.p. $q$ and uncolored otherwise. We bound the convergence time of the Random Рick process for a $q$-random state in Theorem 3.3.

For a graph $G=(V, E)$ and an integer $s$, let $\Gamma_{+}^{(s)}(v):=\{w \in V$ : $d(v, w) \leq s\}$ be the $s$-out-neighborhood of node $v \in V$. In particular, $\Gamma_{+}^{(1)}(v)=\Gamma_{+}(v) \cup\{v\}$. We define $h_{q}(v)$, for some $0<q<1$, to be the minimum $s$ such that $\left|\Gamma_{+}^{(s)}(v)\right| \geq(2 \ln n) / q$ and $\infty$ if such $s$ does not exist. We define $\mathcal{H}(q):=\left\{v \in V: h_{q}(v) \neq \infty\right\}$. Now, we present Lemmas 3 and 4, whose proofs follow from some straightforward probabilistic argument. (Complete proofs are given in the full version [57].)

Lemma 3. In a $q$-random state, every node $v \in \mathcal{H}(q)$ has at least one colored node in its $h_{q}(v)$-out-neighborhood w.h.p.

Lemma 4. In a q-random state on a graph $G=(V, E)$, w.p. at least $1-1 / n^{2}$ for every node $v$ in $\left\{v \in V: d(v) \geq 4(\ln n)^{2} / q^{2}\right\}$, there are at least $d_{+}(v) q / 2$ colored nodes in $\Gamma_{+}(v)$.

Theorem 3.3. Consider the Random Pick process on a graph $G=(V, E)$ with an initial $q$-random state. Then, the convergence time is in $O\left((\ln n)^{3} / q^{2}\right)$ w.h.p.

Proof Sketch. Let $v$ be an arbitrary node which has a path to a colored node. We prove that $v$ will be colored in $8(\ln n)^{3} / q^{2}$ rounds w.p. at least $1-O\left(1 / n^{2}\right)$. Then, a union bound finishes the proof.

Let $w$ be a colored node whose distance from $v$ is minimized. Consider the node chain $\mathbf{w}=w_{0}, w_{1}, \cdots, w_{h}$, where $w_{0}=w$ and
$w_{h}=v$. If $\mathbf{w}$ is traversed, then $v$ is colored. Let $T_{w}$ be the number of rounds required for $\mathbf{w}$ to be traversed. According to Lemma 2, we have $\mathbb{E}\left[T_{w}\right] \leq \sum_{i=1}^{h} d_{+}\left(w_{i}\right)$. If we prove that $\sum_{i=1}^{h} d_{+}\left(w_{i}\right) \leq$ $8(\ln n)^{2} / q^{2}$, then we can use the same proof as in Theorem 3.1 for the directed case to show that w.p. at least $1-1 / n^{2}$, the node chain $\mathbf{w}$ is traversed in $32(\ln n)^{2}\left(\log _{2} n\right) / q^{2}=O\left((\ln n)^{3} / q^{2}\right)$ rounds. We distinguish between three cases.

- Case 1: $v \notin \mathcal{H}(q)$. The number of nodes reachable from $v$ is less than $(2 \ln n) / q$, by the definition of $\mathcal{H}(q)$. This implies that $h$ and $d_{+}\left(w_{i}\right)$ (for any $\left.1 \leq i \leq h\right)$ are at most $(2 \ln n) / q$. Thus, $\sum_{i=1}^{h} d_{+}\left(w_{i}\right) \leq 4(\ln n)^{2} / q^{2}$.
- Case 2: $v \in \mathcal{H}(q)$ and $h<h_{q}(v)$. Since $h<h_{q}(v)$, all $w_{i}$ 's, for $1 \leq i \leq h$, and all their out-neighbors are in distance at most $h_{q}(v)-1$ from $v$. By the definition of $h_{q}(v)$, the number of all these nodes is less than $(2 \ln n) / q$. This again implies that $h$ and $d_{+}\left(w_{i}\right)$ (for any $\left.1 \leq i \leq h\right)$ are at most $(2 \ln n) / q$. Thus, $\sum_{i=1}^{h} d_{+}\left(w_{i}\right) \leq 4(\ln n)^{2} / q^{2}$.
- Case 3: $v \in \mathcal{H}(q)$ and $h=h_{q}(v)$. As in Case 2, we can show that $\sum_{i=2}^{h} d_{+}\left(w_{i}\right) \leq 4(\ln n)^{2} / q^{2}$. If $d_{+}\left(w_{1}\right) \leq 4(\ln n)^{2} / q^{2}$, then we get $\sum_{i=1}^{h} d_{+}\left(w_{i}\right) \leq 8(\ln n)^{2} / q^{2}$. If $d_{+}\left(w_{1}\right)>4(\ln n)^{2} / q^{2}$, it suffices to prove that w.p. at least $1-1 / n^{2}, w_{1}$ is colored in $O\left((\ln n)^{3} / q^{2}\right)$ rounds. According to Lemma 4, there are at least $d_{+}\left(w_{1}\right) q / 2$ colored nodes in $\Gamma_{+}\left(w_{1}\right)$. Thus, it is colored in each round w.p. at least $q / 2$ independently. The probability that it is not colored after $4(\ln n)^{3} / q^{2}$ rounds is at most $(1-q / 2)^{4(\ln n)^{3} / q^{2}} \leq \exp \left(-2(\ln n)^{3} / q\right) \leq 1 / n^{2}$.
Note we did not consider the case of $v \in \mathcal{H}(q)$ and $h>h_{q}(v)$ because of Lemma 3. A full proof is given in the full version [57]. $\square$

Tightness. Consider a path $v_{1}, v_{2}, \cdots, v_{n}$, where there is an edge from $v_{i}$ to $v_{i+1}$ for every $1 \leq i \leq n-1$. Furthermore, from each node $v_{i}$, for $2 \leq i \leq n$, there is an edge to every node which appears before $v_{i}$ on the path. Consider a $q$-random initial state $\mathcal{S}_{0}$ for $q=1 / \sqrt{n}$. We prove that w.h.p. the convergence time is in $\Omega\left(1 /(q \ln n)^{2}\right)$, which demonstrates that the bound in Theorem 3.3 is tight up to some poly-logarithmic term.

Claim 1. There is no colored node among $\left\{v_{1}, \cdots, v_{\tau}\right\}$ in $\mathcal{S}_{0}$ for $\tau=\lfloor 1 /(q \ln n)\rfloor w . h . p$.

Claim 2. There is at least one colored node in $\mathcal{S}_{0}$ w.h.p.
Claims 1 and 2 can be proven using Markov's inequality and the Chernoff bound, respectively.

Putting Claims 1 and 2 in parallel with the structure of the graph, we can conclude that w.h.p. there is a node $v_{h}$ such that $v_{1}$ is colored if and only if the node chain $v_{h}, v_{h-1}, \cdots, v_{1}$ is traversed and $h \geq \tau \geq\lfloor 1 /(q \ln n)\rfloor$. Let $T_{i}$, for $1 \leq i \leq h-1$, be the number of rounds node $v_{i}$ needs to pick node $v_{i+1}$ (while nodes $v_{i+1}, \cdots, v_{h}$ have been traversed). Then, the number of rounds for the node chain to be traversed is $T=\sum_{i=1}^{h-1} T_{i}$. The random variable $T_{i}$ is geometrically distributed with parameter $1 / d_{+}\left(v_{i}\right)=$ $1 / i$, which yields $\operatorname{Var}\left[T_{i}\right]=(1-(1 / i)) /(1 / i)^{2} \leq i^{2}$. Since $T_{i}$ 's are independent $\operatorname{Var}[T]=\sum_{i=1}^{h-1} \operatorname{Var}\left[T_{i}\right] \leq \sum_{i=1}^{h-1} i^{2} \leq h^{3}$. Applying Chebyshev's inequality and using $\mathbb{E}[T]=\sum_{i=1}^{h-1} \mathbb{E}\left[T_{i}\right]=$ $\sum_{i=1}^{h-1} i \geq h^{2} / 4$, we get $\operatorname{Pr}\left[T \leq h^{2} / 8\right] \leq \frac{h^{3}}{\left(h^{2} / 8\right)^{2}}=64 / h$. Since $h \geq\lfloor 1 /(q \ln n)\rfloor$, we have $h^{2} / 8 \geq\lfloor 1 /(q \ln n)\rfloor^{2} / 8$ and $64 / h \leq$

Table 1: The maximum, minimum, and average convergence time on different networks. (The suffix of BA stands for the number of nodes.)

| Type | Networks | Maximum | Minimum | Average | $4 D \Delta_{+} \log _{2} n$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Food | 188.60 | 28.80 | 44.03 | 39182 |
|  | WikiVote | 139.64 | 14.36 | 26.10 | 35971 |
|  | EmailUniv | 83.21 | 11.15 | 18.57 | 23051 |
|  | Hamster | 281.27 | 18.28 | 29.76 | 122788 |
|  | TVshow | 166.82 | 41.62 | 56.15 | 54097 |
|  | Government | 705.95 | 16.28 | 27.26 | 285153 |
| $\begin{aligned} & \stackrel{\rightharpoonup}{0} \\ & \stackrel{U}{0} \\ & \stackrel{0}{0} \end{aligned}$ | Residence | 29.68 | 9.03 | 11.68 | 6333 |
|  | FilmTrust | 86.25 | 15.74 | 34.80 | 29978 |
|  | BitcoinAlpha | 538.22 | 17.46 | 61.71 | 422166 |
|  | BitcoinOTC | 769.33 | 19.58 | 77.80 | 585120 |
|  | Gnutella08 | 68.12 | 9.41 | 19.77 | 21809 |
|  | Advogato | 807.46 | 12.42 | 34.04 | 430300 |
|  | WikiElec | 849.17 | 10.45 | 17.91 | 418163 |
| \#券合 | BA300 | 17.60 | 7.89 | 12.79 | 5332 |
|  | BA500 | 19.74 | 7.86 | 13.98 | 5379 |
|  | BA1000 | 25.54 | 9.37 | 15.42 | 14510 |
|  | BA2000 | 33.96 | 9.45 | 16.74 | 24563 |

$64 /\lfloor 1 /(q \ln n)\rfloor=O(\ln n / \sqrt{n})=o(1)$ since $q=1 / \sqrt{n}$. Thus, w.h.p. $T \geq\lfloor 1 /(q \ln n)\rfloor^{2} / 8=\Omega\left(1 /(q \ln n)^{2}\right)$.

Remark. The bound in Theorem 3.3 can be improved to $O\left((\ln n)^{2} / q\right)$ if we restrict ourselves to undirected graphs. The idea is to prove the bound $\sum_{i=1}^{h} d_{+}\left(w_{i}\right) \leq C \ln n / q$, for some constant $C>0$, instead of $8(\ln n)^{2} / q^{2}$ using the property used for the undirected case in the proof of Theorem 3.1.

### 3.3 Complexity Result

Definition 3 (Convergence Time problem). For a given graph $G=(V, E)$ and two integers $k, t$, determine whether there exists an initial state with exactly $k$ colored nodes such that the expected convergence time is $t$.

Theorem 3.4. The Convergence Time problem is NP-hard, even when $G$ is undirected and $t=1$.

Theorem 3.4 builds on a reduction from the Vertex Cover problem, which is known to be NP-hard, cf. [28]. A complete proof is given in the full version [57].

### 3.4 Convergence Time on Real-world Networks

So far, we proved some upper bounds which hold for any graph (and any initial state) and are shown to be the best possible, up to some small multiplicative factor. However, stronger bounds for special classes of graphs such as the ones which emerge in the real world might exist. Our experimental findings support stronger bounds for the studied real-world networks and synthetic graphs. While the bounds for these special graphs are tighter than our general bounds from above, they are still "aligned" with them.

For each node $v$ in the graph, we ran the process for 300 times starting from the state where only node $v$ is colored and calculated the average convergence time. Then, we reported the minimum, maximum and average value among all nodes in Table 1. (Please refer to Section 2.3 for details on our experimental setup.)

We observe that the reported convergence times are always smaller than the upper bound of $4 \Delta_{+} D \log _{2} n$ proven in Theorem 3.1. While the maximum convergence times do not match $4 \Delta_{+} D \log _{2} n$, they are still closely related to the maximum out-degree of the graph (similar to the general bound) as demonstrated in Figure 3.


Figure 3: The relation between maximum convergence time and $\Delta_{+}$on (a) directed, (b) undirected, and (c) BA networks.


Figure 4: The relation between the convergence time and $q$ for (a) Government, (b) WikiElec, and (c) BA2000 networks.

To quantify this observation more accurately, we have computed the Pearson correlation coefficient between $\Delta_{+}$and the maximum convergence time. This is equal to 0.9907 on the undirected networks, 0.9446 on the directed networks, and 0.9716 on BA networks. Thus, the convergence time is strongly correlated with the maximum out-degree of the graph.

We also have conducted experiments for the $q$-random state setup for different values of $q$. For each $q$, we generated $300 q$ random states and computed the convergence time of the Random Pick process for each state. Then, we reported the average value in Figure 4. According to the outcome of our experiments, the average convergence time exhibits an inverse linear relationship with $q$ on different networks. More precisely, the Pearson correlation coefficients between the convergence time and $q$ for three networks in Figure 4 are (a) -0.9925 , (b) -0.9787 , and (c) -0.9783 . The results show a strong inverse linear relationship between the value of $q$ and the convergence time. This is aligned with our theoretical bounds proven in Section 3.2, especially the bound $\tilde{O}(1 / q)$ for undirected graphs.

## 4 FUTURE WORK

As discussed in Section 2.2, for fixed $k$ and $\epsilon$, our proposed algorithm runs in $\tilde{O}\left(n^{3}\right)$ on real-world networks (since $m=\Theta(n)$ and $D$ and $\Delta_{+}$are usually small). Despite being almost as fast as baseline algorithms, it is impractical for deployment on very large networks. Therefore, it would be intriguing to conceive of heuristic algorithms derived from our approach which can cover massive social networks.

We have explored the intricacies of the product adoption problem from the standpoint of the red company. A potential avenue for future research is to expand upon the present work by examining the problem through the lens of game theory, where both companies (players) can adapt their respective strategies or choices in response to each other's actions (see [26] for some related work).
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