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ABSTRACT
With the growing capabilities of machine learning systems, par-
ticularly those that communicate or interact with humans, there
is an increased risk of systems that can easily deceive and manip-
ulate people. Preventing unintended deception and manipulation
therefore represents an important challenge for creating aligned
AI systems. To approach this challenge in a principled way, we
first need to define deception formally. In this work, we present a
concrete definition of deception under the formalism of rational
decision making in partially observed Markov decision processes.
We propose a general regret theory of deception under which the
degree of deception can be quantified in terms of the actor’s beliefs,
actions, and utility. We instantiate these principles as reward terms
for communication agents, and study the degree to which the be-
havior aligns with human judgments about deception. We hope
our work will represent a step toward systems that aim to avoid
deception, and detection mechanisms to identify deceptive agents.
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1 INTRODUCTION
With growing capabilities of machine learning systems, including
language models [1, 3, 27], dialogue systems [7, 13, 14, 25], and rec-
ommendation systems [11, 16], there is concern that such systems
could be used to deceive and manipulate people on a large scale
[5, 15, 21]. A major challenge is defining the degree to which this in-
fluence is intentional, aligned, and ethical, and a basic requirement
for such systems is to be non-deceptive toward its users.

This work is licensed under a Creative Commons Attribution
International 4.0 License.

Proc. of the 23rd International Conference on Autonomous Agents and Multiagent Systems
(AAMAS 2024), N. Alechina, V. Dignum, M. Dastani, J.S. Sichman (eds.), May 6 – 10, 2024,
Auckland, New Zealand. © 2024 International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org).

Deception has been defined in multiple disciplines, including
philosophy [2, 17], psychology [10], and learning theory [26], with
prior machine learning methods primarily focusing on supervised
learning for deception detection, as validated by human labels or
judgement [20, 22, 28]. However, this perspective can be limiting
not only when attempting to define deception in more complex
behaviors, but also when trying to train agents to be less deceptive,
which requires a decision-theoretic objective. While existing work
mainly defines deception as the act of making false statements
[20, 22, 28], the reality is that: (1) omissions can be inevitable be-
cause detailing the entire truth may be infeasible; (2) technically
true statements can convey a misleading impression; (3) the listener
might have a prior belief such that a technically false statement
brings their understanding closer to truth; and (4) statements that
are technically further from the truth may lead the listener to per-
form actions more closely aligned with their own goals. Hence,
a complete definition should go beyond simply considering the
logical truth of individual statements.

Wework towards this goal by proposing a definition of deception
in the framework of sequential decision making. In particular, we
define this concept mathematically within a partially observed
Markov decision processes (POMDP) [9], where actions of a speaker,
changing beliefs of a listener, and rewards obtained by a listener
after an interaction with a speaker can provide a way to measure
deception. To evaluate our formalism, we perform a user study with
three interactions and compare deception ratings between humans,
our formalism, and LLMs to discern whether our definitions align
with human intuitive notions of deception.

2 DECEPTIVE COMMUNICATION
There is a speaker Sam, who is selling a house to listener Luca. Sam
can convey information about some features of the house, such as
the number of bedrooms/bathrooms. Luca must decide whether to
sign up for a house showing. How do we frame this interaction?
We consider a speaker agent 𝑆 and a listener agent 𝐿, in which 𝑆

can perform actions that are potentially deceptive to 𝐿. 𝑆 observes
the state of the world 𝑠 and sends a message 𝑎𝑆 to 𝐿. 𝐿 updates their
prior belief 𝑏0

𝐿
over their state using the observation 𝑎𝑆 and their

model of the speaker’s policy 𝜋𝑆 , which may not necessarily be the
true speaker model. Finally, they perform the action with highest
reward under their belief. Whether 𝐿 is modeling 𝑆 as a truthful or
deceptive agent will thus depend on their model 𝜋𝑆 . We define a
communication POMDP, where 𝑆 optimizes for a reward function
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that could incentivize deceptive behavior. Generally, 𝑆 may not
know the beliefs of 𝐿 or 𝐿’s model of the speaker 𝜋𝑆 (𝑎𝑆 |𝑠𝐿).
Definition 2.1. Given amodel for𝐿, the communicationPOMDP
𝑆 is represented by the POMDP ⟨S𝑆 ,A𝑆 ,T𝑆 , 𝑟𝑆 ,Ω𝑆 ,O𝑆 ⟩:

• S𝑆 = S × B𝐿 × Π̂𝑆 , where S is the set of world states, and
B𝐿 is the belief about the world state maintained by 𝐿 and
Π̂𝑆 is the set of policies for 𝑆 that may be assumed by 𝐿.

• A𝑆 is the set of communication actions available to 𝑆
• T𝑆 (𝑠𝑡𝑆 , 𝑎

𝑡
𝑆
, 𝑠𝑡+1
𝐿

) is the transition function representing proba-
bility of transitioning to state 𝑠𝑡+1

𝐿
after performing action 𝑎𝑆

in state 𝑠𝑆 , which will depend on 𝐿’s model of 𝑆 𝜋𝑆 (𝑏𝐿).
• 𝑟𝑆 (𝑠𝑡𝑆 , 𝑎

𝑡
𝑆
, 𝑠𝑡+1
𝐿

) captures the immediate reward of observing
the transition from state 𝑠𝑆 to 𝑠𝑡+1

𝐿
when 𝑆 performs action

𝑎𝑆 . This will implicitly depend on 𝐿’s response to 𝑎𝑆 .
• Ω𝑆 = A𝐿 is the set of observations made by 𝑆 , where each
observation 𝑜𝑆 is an action 𝑎𝐿 performed by 𝐿.

• O𝑆 (𝑜𝑆 , 𝑠𝑆 ) = 1[𝑎𝐿 = 𝜋𝐿 (𝑏𝐿)] is (deterministic) observation
function representing probability of 𝑜𝑆 = 𝑎𝐿 in state 𝑎𝑆 .

In the real-world, one can assume 𝐿 does not think they are being
deceived [12], and 𝑆 might assume a simple model for 𝐿. Even when
this model is incorrect, it might provide for reasonable inferences
for deception with respect to a “naïve” listener.

3 REGRET FORMALISM OF DECEPTION
How do we determine whether the speaker has been deceptive?
There are several intuitive notions: for instance, one could ground
deception in either 𝑆 negatively affecting 𝐿’s beliefs (i.e., making
their beliefs less correct), or outcomes of 𝐿’s actions (i.e., making 𝐿
obtain less task reward so 𝑆 gets a higher reward for themselves).
While the effect of 𝑆’s action on the reward of 𝐿 and on the belief
of 𝐿 seem distinct, we provide a general definition for both.

Our definition of deception aims to capture the nuances of in-
direct deceptive behavior, handle situations where providing full
information is infeasible due to communication constraints, and
provide a formalism that can be combined with existing decision
making and RL algorithms. We measure deception in terms of regret
incurred by the listener from receiving the speaker’s communica-
tion. This regret can be defined as a function of the speaker’s actions,
their effect on the listener’s belief, and the effect of these updated
beliefs on the listener’s reward, providing a formalism that can be
used as a reward function for the listener (e.g., to avoid deception)
or as a metric (e.g., to measure if deception has occurred). By casting
different intuitive notions of deception under the same regret um-
brella, we provide a mathematical formalism that supports future
algorithm design in the same way that formalisms like the MDP
support the design of decision making algorithms. We propose to
measure the degree of deceptiveness of an agent through regret:

𝑅𝑒𝑔𝑟𝑒𝑡 (𝑠, 𝜋𝐿, 𝜋𝑆 ) =
𝑇∑︁
𝑡=0
E𝑎𝑡

𝑆
∼𝜋𝑆 ,𝑎𝑡𝐿∼𝜋𝐿 (𝑏

𝑡
𝐿
)
[
𝑟𝐿 (𝑠, 𝑎𝑡𝐿)

]
−

𝑇∑︁
𝑡=0
E𝑎𝑡

𝐿
∼𝜋𝐿 (𝑏0𝐿 )

[
𝑟𝐿 (𝑠, 𝑎𝑡𝐿)

]
.

(1)

Here, 𝑟𝐿 is reward of the listener when starting in state 𝑠 , if 𝐿 and
𝑆 act according to 𝜋𝐿 and 𝜋𝑆 respectively. Under this formulation,
the speaker is deceptive if they take an action that reduces the

listener’s expected reward relative to what the listener would have
received had they acted according to their prior beliefs. In other
words, we say deception has occurred if it would have been better
if the listener had not interacted with the speaker at all. Hence, the
speaker is deceptive if this regret is positive, altruistic if it is negative,
and neutral if the regret is zero. While on the surface it might seem
strange to equate deception with causing suboptimal rewards for
the listener, we argue that this general framework in fact allows
us to capture many of the intricacies of deceptive interactions,
including “white lies” and true but misleading statements, if the
reward function 𝐿 is selected carefully. Some sample choices of this
include “task reward” 𝑟𝐿 as it captures everything 𝐿 cares about to
improve final outcomes or accuracy of beliefs of the listener agent.

Scenario Learned Regret (ours) LLMs

Task Belief Combined GPT-4 LLaMa Google Bard

Housing 0.34 0.67 0.70 0.19 0.11 0.02
Nutrition 0.17 0.25 0.37 0.16 0.01 0.01
Friend 0.26 0.37 0.48 0.19 0.07 0.11

Table 1: Correlation between human deceptive labels, learned task
regret, belief regret, combined regret, and LLMs for three scenarios,
with larger values indicative of aligning strongly with humans.

4 EVALUATION
User Study. We performed a user study to determine how well
our proposed metric for deception aligns with human intuition. We
examine three scenarios: a house bargaining between a buyer and a
seller, a consultation between a nutritionist and a patient, and small
talk between two colleagues. Comparisons include our approach,
human ratings, and baseline evaluations by three LLMs [6, 18, 23].
We show 𝑁 = 50 users 10 random scenarios for each situation (1500
interactions) and ask them to rate the deceptiveness on a 1-5 Likert
scale. Similar to (FAIR)† et al. [4], we use an LLM [1] to wrap the
actions of the speaker generated by our formalism into natural text.
After collecting ratings, we compute correlations shown in Table 1.
Findings. We find that a combined regret formulation learned
through regression better captures human notions of deception,
confirming our hypothesis that both belief and task reward con-
tribute to improving correlation. We find strongest correlation for
the housing scenario and least for the nutrition scenario, indicating
that due to ambiguity in the listener’s observation model, humans
may be noisy when discerning deception. As LLMs have shown suc-
cess in performing data annotation [8, 19, 24], we explore how well
LLM evaluations correlate with human judgment. Overall, we find
GPT-4 aligning more with humans than Google Bard and LLaMa.

5 DISCUSSION
We cast deception through the listener’s beliefs and resulting ac-
tions/task rewards. Future research is needed to understand what
nuances explain what real people find deceptive. For instance, if the
belief gets slightly worse, but the belief over aspects of the state that
are relevant to the task reward gets better, is this deceptive? This
type of question presents a fruitful avenue for future investigation.
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We acknowledge that our formalisms may pose non-negligible eth-
ical risks. They could be especially dangerous if used for targeted
deceptive advertising, recommendation systems, and dialogue sys-
tems. We discourage the use of deceptive AI systems for malicious
purposes or harmful manipulation. We hope this research provides
grounding for how to define deception in decision making and build
systems that can mitigate and defend against deceptive behaviors
from both humans and AI systems.

This work offers a concrete definition of deception under the for-
malism of decision-making. We expect our work to only be a step in
the direction of formally quantifying and understanding deception
in autonomous agents: while our definitions provide a working for-
malism, they may leave open edge cases. A key area of future work
is to generalize these definitions to settings that reflect realistic
domains of machine learning, such as dialogue systems, robotics,
and advertising. Large-scale applications may include reward terms
that prevent deception and detection methods. Exploring these ap-
plications may not only lead to practically useful systems aligned
with human values but also suggest ways to formalize deception in
autonomous agents.
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