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ABSTRACT
We study how trust can be established in multiagent systems where

human and AI agents collaborate. We propose a computational

notion of actual trust, emphasising the modelling of trust based

on agents’ capacity to deliver tasks in prospect. Unlike reputation-

based trust, we consider the specific setting in which agents interact

and model a forward-looking notion of trust. We provide a concep-

tual analysis of actual trust’s characteristics and highlight relevant

trust verification tools. By advancing the understanding and verifi-

cation of trust in collaborative systems, we contribute to responsible

and trustworthy human-AI interactions, enhancing reliability in

various domains.
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1 INTRODUCTION
In the context of responsible and trustworthy human-AI collabora-

tion [22], the need for computational tools and methods to verify

actual trust between system components, in terms of their capacity

to deliver tasks, is paramount. This research emphasises the signifi-

cance of establishing trust in multiagent systems (MAS), where hu-

man and AI agents collaborate to achieve shared tasks. We propose

a novel perspective on trust, wherein an agent or group, referred to

as 𝛼 , is considered trusted by another agent or group, referred to as

𝛽 , with respect to a task 𝑇 , if 𝛽 can verify that 𝛼 has the necessary

strategic ability and epistemic capacity to successfully accomplish

𝑇 , and that 𝛼 has the intention to accomplish 𝑇 . This view on trust

in MAS differs to trust solely based on an agent’s reputation or
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statistical analysis of their historical behaviour; it emphasises the

importance of considering the actual setting in which agents inter-

act; our approach underscores the significance of verifying a group

of agents’ true capability to deliver in the current context.

Inspired by Halpern [12], we advocate for distinguishing history-

based retrospective reasoning from prospective reasoning about

what agents can actually ensure in a given setting, integrating

formal logic-based methods within the framework of a MAS. In

particular, we distinguish between what is typically delivered by

agents and what agents actually (i.e. they have the ability and

intention to) deliver, and hence are trusted for in a given setting.

To that end, we argue that true trust verification necessitates an

assessment of what agents are genuinely capable of accomplishing.

Therefore, we propose a computational notion of actual trust.
Trust is a multifaceted concept as it encompasses the interplay

between an agent’s ability, knowledge, and exhibits a temporal

dimension [20]. In the literature on trust in MAS, we observe three

dominant perspectives; trust can be i) modelled based on the cogni-
tive states [9] of agents [13, 14], ii) reputation-based [21], focusing
on past behaviour and reputation of agents, or iii) assumed as bidi-

rectional relations given at design-time [3, 5–7], which may have

limited applicability in dynamic environments. Humans tend to

place unwarranted levels of trust in AI systems during their interac-

tions [19, 23], which underscores the need of methods for verifying

the trustworthiness of an agent in a particular context, rather than

making generalised assumptions based on past interactions.

We distinguish between two types of trust: retrospective trust that
reasons about trusting an agent based on the past and prospective
trustwhich looks at the abilities of agents and what they can deliver

in the future. We denote the former as typical trust and the latter as

actual trust. In comparison to reputation-based methods with a ret-

rospective approach to trust [4, 20], we maintain a prospective view

of trust and build trust based on agents’ ability, their knowledge of

the environment and what they intend to achieve in a MAS.

2 REASONING ABOUT ACTUAL TRUST
Trust combines strategic, epistemic and social concepts. To mathe-

matically reason about trust in a MAS, we ground our semantics on

an interpreted system (IS) [8]. We express our notion of trust in terms

of ATLK formulae [18], aiming to enable a direct transformation

from the trust verification problem into an ATLK model-checking

problem. ATLK [18] combines Alternating-time Temporal Logic [2]
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(a generalisation of CTL [15]) with modal operators to reason about

the knowledge of agents in a MAS. Here we focus on a necessary

fragment to define trust modalities consisting of those given in

“Vanilla ATL” with the knowledge operator 𝐾𝑖𝜑 , “agent 𝑖 knows 𝜑”.

We are modelling trust under perfect information. That is, what a
group intends to do is known among the group members, so due

to the public declaration of intentions, what a group intends to

deliver is in a sense also what every individual within the group

intends to do as well. We define an interpreted system with intentions
(ISI) as an extension of IS to have each agent 𝑖 associated with a

consistent set of intentions I𝑖 ⊆ 2
Φ \ ∅, a finite set of 𝑘 propositions

{𝜑1, . . . , 𝜑𝑘 }, with each 𝜑 ∈ Φ being propositional formulae, that 𝑖

intends to bring about irrespective of the global state of the system

and irrespective of all strategies of any agent in the system. We

assume a consistency constraint on each I𝑖 ; we do not allow the

intention set I𝑖 for agent 𝑖 to consist of both 𝑝 and ¬𝑝 for any

proposition 𝑝 . An IS is a special case of an ISI where all agents

intend every possible goal. Unlike in [16], intentions here are not

bound to states or strategies; intending to bring about one or more

propositions is orthogonal to the agent’s ability to do so.

We assume the specification languageL, containing the standard

Boolean connectives of CTL. In terms of the trustee 𝛽 , a group of

potentially trusted agents 𝛼 and task 𝑇 (see Section 1), we take

an agent 𝑖 as 𝛽 , the group of agents Γ as 𝛼 and our task 𝑇 as the

formula 𝜑 . We assume the trust operator T which takes as input

an agent 𝑖 , a group of agents Γ and an L formula 𝜑 . The formula

T𝑖 (Γ, 𝜑) is read as “agent 𝑖 trusts Γ to bring about 𝜑”. Formally:

Definition 1 (I trust Γ if I know they can deliver). Given a
Kripke model associated with an interpreted system with intentions
M𝐼𝑆𝐼 , we say that (M𝐼𝑆𝐼 , q0) |= T𝑖 (Γ, 𝜑) iff for all q𝐾 ∈ Q we have
that if q0 ∼𝑖 q𝐾 then there exists a (collective) strategy 𝑠Γ for Γ, and
action 𝑎Γ ∈ 𝑠Γ (q𝐾Γ ) such that for all states q1 such that q𝐾 →𝑎 q1,
we have that 𝜑 ∩⋂

𝑖∈Γ I𝑖 is consistent and (M𝐼𝑆𝐼 , q1) |= 𝜑 .
That is, 𝜑 is consistent with each agent’s intentions. Here, Q

is the set of 𝐼𝑆𝐼 ’s reachable global states and ∼𝑖 is the epistemic

indistinguishability relation [8, p. 117] for 𝑖 . Trust here is defined

in terms of what agents intend to deliver regardless of their ability

to deliver; one may intend 𝜑 regardless of its ability to deliver it

from any local state. The intersection ∩𝑖∈ΓI𝑖 finds a consistent set
of goals that all agents intend to deliver. It is permitted for 𝑖 ∈ Γ or

Γ = {𝑖}; agent 𝑖 trusts that it can cooperate with Γ to bring about 𝜑 ,

and that 𝑖 has trust in itself that it can bring about 𝜑 respectively,

regardless of what 𝐴𝑔𝑡 \ Γ does, where Γ is the global set of agents

in the system. We highlight interesting properties such as non-

monotonicity; one can check that when considering intentions, if

Γ ⊆ Γ′, the agent 𝑖 trusting Γ for 𝜙 does not necessarily imply that

𝑖 trusts Γ′ for 𝜙 .
The Bit Transmission Problem (BTP) [8, p. 114] can be modelled

as an ISI. Assume a corresponding ISI, 𝐵𝐼𝑆𝐼 such that all agents

(sender S, receiver R and environment E) intend for acknowledge-

ments to always be received, i.e. IS = IR = IE = recack, where

recack is an atomic proposition representing all global states where

R has the bit value and S has the acknowledgement. One can check

whether M𝐵𝐼𝑆𝐼 , q |= T𝑆 (𝑅, recack) for 𝑞 ∈ 𝐼 , i.e. the sender trusts
the receiver in bringing about recack, where 𝐼 is the set of initial

global states where 𝑅 has yet to have been sent the bit.

3 DISCUSSION: EXPRESSIVITY FOR
MODELLING TRUST DYNAMICS

Trust is Bounded by Knowledge. Actual trust is limited by an

agent’s knowledge; an agent’s trust in other agents is dependent on

the information it possesses and its ability to discern and evaluate

the ability of others. We account for the relationship among states

that an agent may not be able to differentiate due to its limited

knowledge. For T𝑖 (Γ, 𝜑) to hold, the trustee must have sufficient

information to assess the potential consequences of the trusted

agents’ actions and anticipate the states they will reach as a result.

The trustor(s) must possess the necessary knowledge for fulfill-

ing a given task. We capture the epistemic dynamics of trust and

applicability for reasoning about trust in real-world scenarios.
1

Trusting Coalitions. The relationship between individual- and

collective-level trust is rooted in ATL and the semantic machinery

that we used to model trust as it allows us to reason about collective-

level capacities, knowledge of agent groups, and accordingly our

notion of actual trust in MAS. Our notion is expressive enough

to evaluate if for an agent 𝑖 trusting agent 𝑗 regarding a task 𝑇 ,

whether it is reasonable to also trust any group 𝐽 including 𝑗 for

delivering 𝑇 . This requires considering whether their intentions

are aligned on top of their strategic ability to deliver the task in

question. Trust in an individual may not necessarily extend to en-

compass trust in larger groups including that individual. Our notion

of trust allows for reasoning about the expansion of trust beyond

the individual level, enabling us to consider trust dynamics within

collective entities. By recognising such relationships between indi-

vidual and collective trust, we gain a better understanding of trust

dynamics in human-AI systems.

Fine-tuning Trust. We take into account the localised nature of

trust within a specific situation; here trust is state-dependent. An

agent 𝑖 trusting agent 𝑗 for task 𝑇 in state 𝑞 does not necessarily

imply that 𝑖 also trusted 𝑗 in previous states through the history of

states that ends in 𝑞. The key here is that we allow for fine-tuning

and updating of trust; it can be adjusted and refined based on the

current state and the dynamics of the situation. By incorporating

this flexible understanding of trust into our model, we enable the

ability to model and reason about trust in a dynamic and adaptable

manner.

4 FUTURE CONTRIBUTIONS
We wish to explore different notions of trust, support multistep

strategies, and eventually curate a framework for reasoning about

trust, allowing also for quantification [24].Wewill also utilise Event-

B [1, 11, 17] to explore refinement-based [10] formal modelling and

verification techniques for actual trust.

ACKNOWLEDGMENTS
This work is supported by EPSRC through the UKRI Trustworthy

Autonomous Systems Hub (EP/V00784X/1), a Turing AI Fellowship

(EP/V022067/1) on Citizen-Centric AI Systems, and the platform

grant entitled “AutoTrust: Designing a Human-Centered Trusted,

Secure, Intelligent and Usable Internet of Vehicles” (EP/R029563/1).

1
We highlight that as we modelled our notions in ATL, verifying actual trust can be

implemented in standard model-checking tools such as MCMAS [18].
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