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ABSTRACT
With the pervasive usage of recommendation systems across var-

ious domains, there is a growing need for transparent and con-

vincing interactions to build a rapport with the system users. In-

corporating explainability into recommendation systems has be-

come a promising strategy to bolster user trust and sociability. This

study centers on recommendation systems that leverage varying

explainability techniques to cultivate trust by delivering compre-

hensible customized explanations for the given recommendations.

Accordingly, we propose two explanation methods aligning with a

cluster-based recommendation strategy.
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1 INTRODUCTION
We find ourselves increasingly reliant on algorithm-driven recom-

mender systems for various decision-making processes, ranging

from content recommendations on movie streaming platforms to

product suggestions on e-commerce platforms. Most systems in

this field focus on the selection and the presentation of the rec-

ommendation; they disregard the curiosity of the system user for

“why” the current recommendation is made. Symeonidis et. al. point
out that providing an explanation along with movie recommen-

dations will increase the likelihood of a user estimating its movie

ranking while also increasing the number of correct estimations to

predict a user’s favorite movie by boosting the user’s confidence in

providing information to the system [9]. Furthermore, many other

studies from the literature have shown that the ability to express

itself for the recommender system would make it more digestible
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from a user perspective, potentially leading to better goal-oriented

results [4, 7, 10] while increasing user satisfaction [2, 5].

The primary objective is to bolster the reliability and credibility

of a recommendation system by furnishing them with the capabil-

ity to provide informative explanations for their recommendations.

Accordingly, we propose a basic recommendation strategy with

corresponding model-agnostic explanation generation strategies

namely clustered-based item explanations and cluster-based con-
trastive explanations. We adopted model-agnostic explanations in

this work because of the rising accuracy power of the black-box

predictors [1, 3, 8, 11, 12].

2 ADOPTED RECOMMENDATION STRATEGY
Our approach relies on extracting informative features of items to

be recommended, which affect user’s satisfaction (e.g., ingredients

of the recipe in a food recommendation, or the genre and actors

of a movie) and evaluates the score of each items based on the

learnt user preferences. It is assumed that the preferences of the

users are estimated by the system (i.e., weights/importance of each

feature and evaluation values). The Algorithm 1 indicates the steps

to determine a recommendation. Initially, an overall score of each

potential item is calculated based on the estimated user satisfaction

on each feature. Here, we calculate the final score as the weighted
sum of each individual feature evaluation (Lines 1–3). Note that the

weights are sum normalized between [0, 1], so the resulting range

is between zero and one where the score of “1” denotes the most

desired item for the user. Our approach always selects the item

with the highest final score, that has not been previously offered

to the user (Line 4). After determining the recommended item, we

eliminate it from future potential recommendations (Line 5).

3 CLUSTER-BASED EXPLANATIONS
Clustering is a crucial technique in recommendation systems as

it enables grouping similar items based on shared attributes [6].

This organization enhances recommendation quality by suggest-

ing items within the same cluster when a user engages with a

particular item, improving relevance and user satisfaction. While

generating model-agnostic explanations, it might be intuitive to

consider important descriptive features of the current recommen-

dation. Consider that the system recommends a item. Why does the

system recommend that item but not another one? There should

be some distinguishable features that the user prefers. How can

we detect those features? We can cluster the items with respect
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Algorithm 1 Baseline Recommendation Strategy

Require:
𝐹 : Feature set of items;

𝑊𝑢 : User’s feature weights;

𝑅: Set of candidate items;

𝑟 : Recommended item;

Ensure: 𝑟
1: for each 𝑟 of 𝑅 do
2: 𝑅𝑓 𝑖𝑛𝑎𝑙𝑆𝑐𝑜𝑟𝑒 =

∑𝐹
𝑓
𝑆𝑐𝑜𝑟𝑒𝑓 ∗𝑊𝑢 (𝑓 )

3: end for
4: 𝑟 ← argmax𝑅𝑓 𝑖𝑛𝑎𝑙𝑆𝑐𝑜𝑟𝑒

(R)

5: 𝑅 ← 𝑅 − 𝑟
6: return r

to their features. As usual, it is expected to have similar behavior

or pattern in the same cluster, and someone can inquire which

features distinguish those items in the same cluster with the cur-

rent recommendation. Ultimately, we can utilize those features in

our explanation generation approach. We employ random forest

classifiers to distinguish the cluster features in our approach.

As illustrated in Figure 1, we apply a clustering algorithm (e.g., K-

means) to determine distinguishable item groups concerning users’

preferences. First, we determine how an item can be represented

by means of a vector of features capturing those preferences. For

instance, a movie could be defined as a collection of movie titles and

actors. Next step is to determine what features play a key role in

the cluster distributions. In other words, what features differentiate

items from other groups (i.e., clusters). To achieve this, we employ

a classifier (Random Forest) for each cluster to detect the important

features, which could be utilized to select the features to be used in

the explanation. For each classifier, the items in terms of a vector

of informative features are labeled as “1” if they belong to the un-

derlying cluster; otherwise, labelled as “0” as a binary classification.

Random forest algorithm can assess the contribution of each feature

for the classification task (i.e., feature importance score). The most

important feature is used for the explanation. Our cluster-based

explanation method first determines which cluster the given recom-

mendation belongs to and its most important feature. The chosen

feature is used to generate the explanation. If the system identifies

the genre of a movie as the most important feature, it provides an

explanation following a grammar structure [2] similar to: “This

movie was recommended because you liked horror movies.”

Explanations could also be generated in a “contrastive” manner,

where we identify an item that exemplifies the positive aspects of a

recommendation and then explain the current recommendation by

contrasting it negatively with that item (See Algorithm 2). First, we

choose themost similar item to the recommended item from another

cluster (Line 1). Then, we compare the values of each feature of the

contrastive item with those of the recommended item. When the

score of the chosen recommendation is higher for a given feature,

we consider it to be a positively contrastive feature, whereas vice-

versa is applied for the negatively contrastive features (Lines 3–9).

To generate an explanation, we promote the recommended item

with the positively contrastive features, whereas negative features

indicate why the system does not suggest the contrastive example.

Figure 1: Process of Clustered-Based Explanation

For instance, if Movie 1 was the chosen recommendation, and we

selectedMovie 2 as a contrastive example, with genre being the most

vital differing feature, the system produces: “We could recommend

you Movie 1 due to its high rating; however, we belive you prefer

horror movies”.

Algorithm 2 Cluster-Based Contrastive Explanation Approach

Require:
𝜖+, 𝜖− : Positively and negatively contrastive features;

𝐹 : Feature set;

𝑅′𝑐 : Set of scored items in the other clusters as 𝑟 ;

𝑟 , 𝑟 ′: Recommended and contrastive items, respectively;

1: 𝑟 ′ ← argmin𝑐∈𝑅′𝑐 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑐, 𝑟 )
2: for each feature f in 𝐹 do
3: if score(r[f]) > score(r’[f]) then
4: 𝜖+ ← 𝜖+ ∪ 𝑓

5: else
6: 𝜖− ← 𝜖+ ∪ 𝑓

7: end if
8: end for
9: return 𝜖+, 𝜖− , r, r’

4 CONCLUSION
In conclusion, this study seeks to partake in the ongoing discussion

on integrating explanation generation strategies in recommenda-

tion. As we search to enhance the transparency and effectiveness of

recommendation systems, it is clear that user-centric simplicity and

clarity are essential components of successful explanations. Despite

these findings, it is important to acknowledge that the effectiveness

of explanation strategies may vary depending on the specific user,

rather than the collective user opinion on recommendation items

guiding explanations. The preliminary experimental results show

that most participants appreciate the proposed explanation types

and prefer simple, to-the-point explanations to contrastive ones.
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