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ABSTRACT
Enabling robots to effectively learn and imitate expert skills in long-
horizon tasks remains challenging. Hierarchical imitation learning
(HIL) approaches have made strides but often fall short in com-
plex scenarios due to their reliance on self-exploration. This paper
introduces a novel approach inspired by the human skill acqui-
sition process, proposing a Cognition-Action-based Robotic Skill
Imitation Learning (CasIL) framework. CasIL integrates human cog-
nitive priors for task decomposition into a dual-layer architecture,
enhancing robots’ ability to cognize and imitate essential skills
from expert demonstrations. Our experiments across four RLbench
tasks demonstrate CasIL’s superior performance, robustness, and
generalizability in skill imitation compared to related methods.
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1 INTRODUCTION
To advance robot skill imitation in long-horizon tasks, Hierarchical
Imitation Learning (HIL) is recognized for overcoming traditional
IL preprocessing challenges [1, 3, 8]. HIL enables robots to learn
from expert demonstrations through a two-tier policy structure:
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acquiring sub-policies for specific task segments at the lower level
and overarching strategies for skill transition at the higher level.
However, HIL’s effectiveness depends on the robustness of its hi-
erarchical structure, with weaknesses leading to subpar imitation.
Recognizing the limitations of relying solely on deep learning for
hierarchy development in HIL, we draw inspiration from human
cognitive processes in skill acquisition. This process emphasizes the
dynamic interaction of information processing, task decomposition,
decision-making, and refinement, with a significant emphasis on
the integration of prior knowledge and observed behaviors through
working memory [4, 6, 7]. Building on these principles, we propose
the Cognition-Action-based Robotic Skill Imitation Learning (CasIL)
framework. CasIL introduces a novel dual cognition-action struc-
ture for effective skill imitation in complex tasks, incorporating
operators’ cognitive priors for enhanced learning efficiency.

2 COGNITION-ACTION-BASED SKILL
IMITATION LEARNING

In our problem formulation, we model long-horizon task environ-
ments as Semi-Markov Decision Processes (SMDP), represented by
the tuple (S,A, {I𝑜 , 𝜋𝑜 , 𝛽𝑜 }𝑜∈O , 𝜋O (𝑜 |𝑠),P,R). Here, S,A,P,R
are standard MDP components, with the addition of {I𝑜 , 𝜋𝑜 , 𝛽𝑜 } for
each option 𝑜 in the option set O. An option, comprising a policy
𝜋𝑜 : S×A → [0, 1], a termination condition 𝛽𝑜 : S+ → [0, 1], and
an initiation set I𝑜 ⊆ S, is valid in state 𝑠𝑡 iff 𝑠𝑡 ∈ I𝑜 . The system
transitions between options based on the termination condition 𝛽𝑜
and the inter-option policy 𝜋O (𝑜 |𝑠), progressing until the task is
completed. The CasIL framework, illustrated in Fig. 1, features three
main components. Initially, pre-trained image and text encoders pro-
cess the visual and textual inputs. Following this, a cognition gener-
ator F : 𝐺 ×S → O and a policy module 𝜋O : S×O → A operate
in tandem. Here, O = {𝑜1, . . . , 𝑜K} denotes a set of 𝐾 options, with
each option representing a sub-task equipped with a specific skill,
together forming a skill chain. CasIL works through two phases:
1) Leveraging manually inputted cognitive priors for task decom-
position and expert visual demonstrations, the robot constructs its

Extended Abstract  AAMAS 2024, May 6–10, 2024, Auckland, New Zealand

2204

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


Actions

Cognition Generator

Policy

Skill 

Skill
Chain

🔥

🔥

Pretrained Encoder Collection ❄ 

Human Cognition Embedding skill🔥 Tuned ❄  Frozen 

Agent Obs. EmbeddingAgent Goal

Agent Observation Expert Visual EmbeddingExpert Goal Expert Goal Embedding

Agent  Goal Embedding Expert Visual Demos

Figure 1: The workflow of CasIL.

cognition-action framework and skill chain O, guided by the task
objectives. 2) The robot then chooses the most appropriate sub-task
skill from O, based on its observation history, and learns and imple-
ments the relevant policies 𝜋O to accomplish the sub-tasks. Using
expert demonstration 𝜏𝐸 = (𝐺, {𝑠𝑡 , 𝑎𝑡 }𝑇𝑡=1) and textual decomposi-
tions {𝑙1, . . . , 𝑙K} based on human cognitive priors, the cognition
generator F aligns states 𝑠𝑡 with decompositions 𝑙t to produce es-
sential skills 𝑜t for each division, extending the demonstration into
an option-expanded trajectory 𝜏𝐸 = (𝐺, {𝑠𝑡 , 𝑜t, 𝑎𝑡 }1≤t≤K1≤𝑡≤𝑇 ), creating
an SMDP structure. The robot selects relevant skills 𝑜t based on
the goal and observations, with each skill 𝑜t active for 𝐻 (t) time
steps. The policy 𝜋 then guides actions at each step, depending
on the state and the current skill. A CasIL-equipped robot utilizes
human cognitive priors to learn and form its cognition of skills from
expert demonstrations, focusing on critical decision-making steps.
This learning approach enables the robot to adapt its actions based
on observed inputs, following a dual learning framework. CasIL’s
training involves both a high-level cognition generator for skill
chain encoding and a low-level action module for skill execution,
as illustrated in Fig. 1. The cognition generator aligns task goals
with human cognitive priors and expert demonstrations, while the
low-level module employs behavior cloning with options. The train-
ing objective for a trajectory of length 𝑇 aims to minimize the loss
function:

LCasIL = min
𝜃𝑔,𝜃𝑝

𝑇∑︁
𝑡=1

(
− 𝜀logF𝜉 (𝑜t |𝐺, {𝑠𝜅 }

𝜅=
∑
𝐻 (t)

𝜅=1 , {𝑜𝜅 }t−1𝜅=1
)

log𝜋𝜃 (𝑎𝑡 |𝐺, {𝑠𝜅 }
𝜅=

∑
𝐻 (t)

𝜅=1 , 𝑜t)
)
.

(1)

where 𝜉 and 𝜃 represent the weights for the cognition generator and
policy module, respectively, and 𝜀 adjusts the cognitive generation
loss. The symbols 𝑜, 𝑠, 𝑎, and 𝐺 denote skills, observations, actions,
and task goals, consistent with the initial definitions.

3 EXPERIMENTS
Our experiments on RLBench [2] assess the methods in robotic
arm manipulation tasks across four increasingly complex settings,
each with 100 demonstration trajectories for training. Each setup
involves a 6-DOF robotic arm with a gripper: ToiletSeatDown:
The task is to lower the toilet lid onto the seat within 200 time

Robotic Arm Manipulation

ToiletSeatDown PutRubbishInBin PlayJenga InsertUsbInComputer

BC 93.7 ± 4.3 74.4 ± 3.7 21.5 ± 8.8 00.0 ± 0.0
H-BC 98.5 ± 1.5 85.2 ± 5.9 33.6 ± 7.9 10.6 ± 1.8

Option-GAIL 99.0 ± 1.0 81.4 ± 9.6 48.2 ± 9.2 23.3 ± 5.5
CasIL w/o Cognition 99.4 ± 0.6 89.6 ± 9.4 53.1 ± 8.3 26.4 ± 4.1

CasIL (ours) 100.0 ± 0.0 98.4 ± 1.6 82.4 ± 3.5 57.6 ± 2.4

Table 1: Comparison of test results under fourRLBench tasks.

steps. PutRubbishInBin: The robot must pick up and dispose of
rubbish into a bin within 250 time steps. PlayJenga: The robot
aims to remove a protruding block from a Jenga tower without top-
pling it, within 300 time steps. InsertUsbInComputer: The robot
needs to pick up a USB stick and insert it into a USB port within
400 time steps. We assess models using success rates’ mean and
standard deviation in 80 randomized scenarios. Comparative meth-
ods include: 1) Supervised Behavioral Cloning (BC) [5]: Lacks
hierarchical structure and cognitive inputs. 2) Hierarchical Be-
havioral Cloning (H-BC) [9]: Uses an option-based architecture
without human cognitive priors. 3) Option-GAIL [3]: Hierarchical,
includes self-exploration but omits human cognitive guidance. 4)
CasIL w/o Cognition: CasIL variant without the cognition gener-
ator to highlight the importance of cognitive modeling. Test results
in Table 1 reveal that all methods, including our CasIL, perform well
in the simple ToiletSeatDown task, with CasIL achieving a 100% suc-
cess rate across all test tasks. However, as task complexity increases
(with more objects, longer periods and reduced stability), BC’s
success rate in skill imitation plummets, dropping to 0% in all Inser-
tUsbInComputer test tasks. Baselines like H-BC and Option-GAIL,
which lack the guidance of human cognitive priors, significantly
lag behind CasIL in skill imitation. Similarly, CasIL w/o Cognition
struggles with stable manipulation due to the absence of ongoing
text-image alignment training. The performance of Option-GAIL,
in particular, indicates that a one-step option architecture based
solely on agent self-exploration fails to ensure stable skill imitation
in long-horizon tasks.

4 CONCLUSION
We present CasIL, a framework for robot skill imitation using a dual
cognition-action architecture. The framework utilizes a text-image-
aligned skill chain that is derived from visual expert demonstrations
and references human cognitive priors with manual input. This
design facilitates robots in cognizing and imitating critical skills for
long-horizon tasks. Experimental results show that CasIL improves
robot skill imitation performance in long-horizon tasks. Future
directions include further enriching cognitive priors and extending
the task applicability of CasIL.
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