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ABSTRACT
The study explores the vulnerability of semantic segmentation
models to adversarial input perturbations in the domain of off-road
autonomous driving. Existing studies have primarily concentrated
on enhancing model’s robustness via architectural modifications
along-with using noisy images during training. On the contrary,
little attention has been paid to investigating the impact of datasets
on the adversarial attacks. Our study aims to address this gap by
examining the impact of non-robust features in off-road datasets
and comparing the effects of adversarial attacks on different seg-
mentation network architectures. To enable this, a robust dataset
is created consisting of only robust features and training the net-
works on this robustified dataset. We present both qualitative and
quantitative analysis of our findings. The code is publicly avail-
able at https://github.com/rohtkumar/adversarial_attacks_
on_segmentation
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1 INTRODUCTION
With the advent of high-stakes applications, such as autonomous
driving, which heavily relies on Deep Neural Networks (DNNs) for
perception, people are increasingly fascinated by the capabilities
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of machines. However, safety concerns have arisen in relation to
autonomous driving with respect to DNNs, particularly due to the
vulnerability of such systems to adversarial attacks. Significant
research and developmental efforts have been carried out in the
domain of Adversarial examples for general classification tasks
but little for off-road autonomous driving. Further, these improve-
ments have been inclined towards urban contexts [13], [19] since
addressing man-made structural entities is relatively simple. On
the other hand, great effort has been put towards segmenting paths,
trees, and plants in off-road areas, but little towards enhancing the
robustness of autonomous driving systems to adversarial examples
in such environments. This work addresses this gap by evaluating
the effects of adversarial attacks for semantic segmentation in the
context of off-road autonomous driving. For this, an off-road robust
dataset has been created (by adapting [7]) consisting of only robust
features. Along-with this, an analysis of this robustified dataset on
two State-of-the-art (SOTA) semantic segmentation networks, the
their comparative analysis is provided.

This is an extended abstract. The full version of this paper can
be found online [4].

2 APPROACH
Various gradient-based adversarial methods such as Fast Gradient
Sign Method (FGSM) [6], Basic Iterative Method (BIM) [8] and Pro-
jected Gradient Descent (PGD) [8] exploit the use of gradients in ML
models to generate examples. Among them, PGD is more effective
against well-trained models since it includes a projection step to
ensure that the perturbed input data remains within a certain range.
And therefore, it was selected as the main attack (with 𝐿2 and 𝐿∞
bounds) for our task at hand. Four baseline semantic segmentation
networks FCN16 [10], UNet [12], DeepLab [2], PNPNet [9] and
LinkNet [1] were explored. Because of the robustness of UNet (to
work with fewer training images to produce precise segmentation
maps) and capability of LinkNet (to recover lost spatial information)
along-with good performance with less parameters, these 2 were
chosen as the baseline models. When compared to widely used
urban datasets for autonomous driving such as KITTI (12919 im-
ages) [5], Cityscapes [3] (2500 images), Waymo [15] (1000 images),
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Table 1: Networks performance on the robustified dataset. R represents robustified dataset along-with the respective adversarial
attacks. Networks struggle to capture the details of an ambiguous environment.

Input image Ground truth UNet (RPGD 𝐿2) UNet (RPGD 𝐿∞) LinkNet (RPGD 𝐿2) LinkNet (RPGD 𝐿∞)

off-road datasets lack distinctiveness and quantity. For this reason,
Freiburg forest [16] and Yamaha CMU Off-road dataset (YCOR)
[11] were combined (a total of 1442 images) with final 10 classes as
Background, Vegetation, Traversable, grass, Smooth, trail, Obstacle,
Sky, Rough, trail, Puddle, Non-Traversable Vegetation and Tree.

3 EXPERIMENTATION
To have a systematic analysis of the effect of non-robust features in
off-road environment, the experiments were divided into 4 stages
i.e.

• Standard training on the merged dataset : When both
UNet and LinkNet were trained for 100 epochs with the con-
figurations mentioned in ([4] (table 2)), UNet achieved an IoU
of 73% and 69% during training and evaluation respectively.
Similarly, LinkNet achieved an IoU of 71% and 69% during
training and evaluation respectively ([4] (table 3)).

• Adversarial training (PGD (𝐿2 and 𝐿∞)) : When UNet was
trained on PGD 𝐿2 and 𝐿∞ individually, the network showed
good performance quantitatively but lacked precision dur-
ing separating different surface types. When LinkNet was
trained with the same configurations, it was found that when
training on broad attack families (i.e. training on PGD 𝐿∞),
the test loss decreased considerably.

• Robustifying the merged dataset : The combined dataset
was robustified following the approach mentioned in [7] by
separating the robust features from non-robust features.

• Standard training on Robustified dataset : When both
the adversarially trained networks were trained in the robus-
tified dataset with the standard training configurations, the
quantitative results were considerably improved. However,
the qualitative results showcased poor model convergence
and improper predictions thereby having contradicting re-
sults as seen with table 1.

4 FINDINGS
The work explored whether the dataset has any effect in countering
the adversarial effect on semantic segmentation and whether it can
be changed (based on attacks) and still maintain the same perfor-
mance w.r.t state of the art metrics. The study done by [7] depicts
that the robustified model performs better, however, the qualita-
tive results were not talked about since it focused on classification
rather than segmentation. Some factors included :

• Presence of Multi-class in input images : The previous
study by [7], in this regard, concentrated on binary classi-
fication. However, in our study, the presence of ambiguous
(non-rich features) multi-class of the input space can present
fundamental barriers to classifier’s robustness. A classifier
cannot be resistant against tiny perturbations since, at the
highest level, for certain data distributions, any decision
boundary will be near a significant portion of inputs.

• Insufficient data : Another major problem was the unavail-
ability of a huge, distinct dataset with higher variability.
Authors of [14] present that for appropriate learning, a good
robust classifier requires (O

√
𝑑) samples (𝑑 being the dimen-

tionality of the data). In this paradigm, adversarial examples
appear as a result of insufficient knowledge of the real data
distribution. In particular, since training models robustly re-
duce the effective amount of information in the training data,
more samples should be required to generalize robustly.

5 CONCLUSION
The work explored the role of datasets for achieving the segmen-
tation robustness in off-road environments. The work presented a
method to generalize the classifier’s robustness, the analysis depict
the unreliable correlation between qualitative and quantitative re-
sults. Efficient methodological transfer to unmanned robots such
as Unimog requires good perception robustness [18], [17]. Future
works still requires efficient, robust perception strategies for safe
navigation in rough off-road environments.
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