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ABSTRACT
Empowering artificially intelligent agents with capabilities that
humans use regularly is crucial to enable effective human-agent
collaboration. One of these crucial capabilities is the modeling of
Theory of Mind (ToM) reasoning: the human ability to reason about
the mental content of others such as their beliefs, desires, and goals.
However, it is generally impractical to track all individual mental
attitudes of all other individuals and for many practical situations
not even necessary. Hence, what is important is to capture enough
information to create an approximate model that is effective and
flexible. Accordingly, this paper proposes a computational ToM
mechanism based on abstracting beliefs and knowledge into higher-
level human concepts, called abstractions, similar to the ones that
guide humans to effectively interact with each other (e.g., trust). We
develop an agent architecture based on epistemic logic to formalize
the computational dynamics of ToM reasoning. We identify impor-
tant challenges regarding effective maintenance of abstractions and
accurate use of ToM reasoning and demonstrate how our approach
addresses these challenges over multiagent simulations.
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1 INTRODUCTION
Hybrid Intelligence (HI) [2] refers to the combination of human and
machine intelligence for the purpose of enhancing human intellect
instead of replacing it. Success of HI relies on the effectiveness of col-
laborations between humans and computational agents where both
parties complement each other in tasks that they perform together
and engage in effective interactions to foster productive collabora-
tions. To realize effective human-agent collaboration, agents need
to be empowered with capabilities that humans use on a daily basis.
One of these crucial capabilities is called Theory of Mind (ToM)
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reasoning [14]. This ability enables humans to reason about the
mental contents of others such as their knowledge, beliefs, desires,
and goals, making it possible to understand and predict their be-
haviour. It is even possible for humans to use higher-order ToM
reasoning to infer how others employ ToM, which helps humans
interact efficiently (e.g., “I believe that Alice knows that I trust her
greatly, so she should assume that I will not check her work.”).

Recently, many computational ToMmodels have been developed
to understand its effectiveness in a variety of settings [3–6, 12, 16].
Although the results are mostly encouraging and indicate that em-
ploying ToM yields improved performance for the studied tasks,
the current models have not seen widespread use as a computa-
tional tool in many real-life situations, indicating that developing a
practical computational ToM is rather difficult. Many existing ToM-
using agent models begin by representing individual beliefs about
others and constructing a ToM model from these. However, in com-
plex real-life settings, computationally tracking all such individual
beliefs about others can be a costly approach. To continue being
effective in their interactions with humans over time, agents should
be efficient in keeping, maintaining, and utilizing these beliefs.

One candidate solution to this problem comes from human be-
haviour, called abstracting [9]. As a problem-solving technique,
abstracting enables us humans to form a broad understanding of
the problem and helps us approximate what we should look for
in the social interaction to reach our goals [13]. Consider trust as
an abstraction, which serves as a backbone in collaboration and
generally captures people’s confidence in one another’s abilities,
reliability, and commitment [8]. By using the abstracting technique,
one can efficiently leverage pertinent information about one’s part-
ner to make trust-based decisions. Combined with ToM, one can
gain insights into whether the partner reciprocates trust, enabling
informed choices about the actions to take in one’s interactions.

In this paper, we propose a computational ToM design based
on aggregating individual beliefs and knowledge into higher-level
abstractions that serve as practical approximations for agents to
use in human-agent collaboration. The utilization of abstractions
in ToM reasoning, along with the computational mechanisms it
requires, necessitates formalization, for which we provide an agent
architecture based on epistemic logic [10]. Specifically, we provide
a modular structure for storage and maintenance of individual
beliefs, knowledge, and abstractions that the agent creates and
updates over time. For this agent to effectively collaborate with
humans, we highlight important challenges regarding maintenance
of abstractions and accurate use of ToM reasoning, propose different
mechanisms to study them in the context of a medical scenario,
and provide an experimental evaluation over agent simulations.
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2 AGENT ARCHITECTURE
Our proposed agent architecture, which is based on epistemic
logic [10], consists of three modules: The knowledge and belief
module, the abstraction module, and the deliberation module.
Knowledge and Belief Module: Whenever the agent interacts
with others, the information that reaches the agent is stored in this
module. It is a dynamic set such that new knowledge and beliefs
can be added to it in a conflict-free manner.
Abstraction Module: This module is for the storage and mainte-
nance of the agent’s abstractions: Human-inspired, abstract decision-
making heuristics (e.g., trust, respect, affinity, etc.) which can guide
agents in their interaction decisions. The agent creates and updates
them with the help of logical derivation rules, called abstraction
rules, which are also kept in the abstraction module. They can be
different for each agent.
DeliberationModule: The deliberation module is for making deci-
sions on how to interact with other agents. By way of deliberation
rules, it defines how the agent will deliberate with others based on
its abstractions (it does not use the knowledge and belief module).
These rules can evolve over time based on interactions with others.

3 SCENARIO
To illustrate our ideas, we consider a human-agent collaboration
scenario in which a computational agent doctor 𝑋 and a human
doctor 𝑌 collectively decide on the diagnosis of a patient 𝑍 (see [7]
for the details of the scenario). We are particularly interested in
situations featuring a conflict between 𝑋 and 𝑌 (e.g., 𝑋 and 𝑌 have
different opinions on the diagnosis of 𝑍 ) in which effective applica-
tion of social skills, like trust, are needed for resolution [11, 15]. By
aggregating its beliefs and knowledge that are contextually relevant,
𝑋 can determine whether it should trust 𝑌 or not. More interest-
ingly, 𝑋 can also reason about how 𝑌 abstracts her knowledge and
beliefs to decide whether to trust 𝑋 or not (i.e., how 𝑌 does her
own approximation for trust) with the help of its computational
ToM of 𝑌 . These abstractions can help 𝑋 in choosing the best re-
sponse to go with when a dispute occurs regarding the diagnostic
decision. Table 1 illustrates all possible options of action that 𝑋 can
take depending on the trust dynamics between itself and 𝑌 . Since
both partners are trying to collaborate, their main goal would be to
achieve the converse action in case of a conflict.

4 CHALLENGES
For our agent architecture to be useful in achieving effective human-
agent collaboration, we need to address three important challenges.
We briefly explain them below in the context of the conflict scenario:
Abstraction Consistency: 𝑋 ’s knowledge and beliefs can change
over time. Ideally, the abstractions that 𝑋 holds should consistently
and efficiently change with the knowledge and beliefs that pertain
to the abstractions (e.g., 𝑋 ’s trust in 𝑌 ). At the same time, 𝑋 should
not constantly update its abstractions after every change in the
world. What would be an efficient mechanism to realize monitoring
and updating abstractions effectively?
Theory of Mind (ToM) Consistency: 𝑌 ’s knowledge and beliefs
can also change over time which may change 𝑌 ’s own abstractions
(e.g., 𝑌 ’s trust in 𝑋 ). It is up to 𝑋 to understand such changes and

react accordingly to update its ToM of 𝑌 . This requires not only
monitoring one’s own beliefs but also cross-checking expectations
with actual behavior of others to stay consistent with the actual sit-
uation. What would be a robust mechanism to identify and resolve
ToM inconsistencies effectively?
Goal Consistency: 𝑌 may lose her trust in 𝑋 due to a change in
𝑌 ’s perception about 𝑋 . If 𝑋 ’s main goal is to converse with 𝑌 in
case of a conflict, then 𝑋 should take initiative to sustain 𝑌 ’s trust
for itself, which requires doing more than passively monitoring to
update others’ ToMmodels. How can an agent decide to proactively
take actions that are appropriate in different situations?

Table 1: Strategies that the agent doctor 𝑋 can use for resolv-
ing conflicts with the human doctor 𝑌 .

Situation Action

Both 𝑋 and 𝑌 trust each other Converse with 𝑌 for joint resolution
𝑋 trusts 𝑌 but 𝑌 does not trust 𝑋 Agree with 𝑌 ’s opinion
𝑋 does not trust 𝑌 but 𝑌 trusts 𝑋 Persuade 𝑌 with own opinion
Neither 𝑋 nor 𝑌 trusts each other Advise 𝑌 to Consult another doctor

5 DISCUSSION
Our work provides a novel approach in ToM-based agent modeling
with explicit use and maintenance of abstractions. For evaluation,
we have designed two computational agents to simulate the be-
haviours of the agent doctor and the human doctor, interacting in a
setting where they can create new beliefs, update already existing
ones, and take actions to resolve conflicts. Using this setting, we pro-
pose different solutions for the challenges highlighted in Section 4
and run agent-based simulations to evaluate their effectiveness
(see [1]). In addressing the challenge of maintaining abstraction
consistency, we have devised various strategies for updating ab-
stractions, taking into account three crucial factors: Frequency (i.e.,
updating on predefined frequencies), change (i.e., updating only
if a particular belief of the agent changes), and engagement (i.e.,
updating when the agent engages in a deliberation). We measure
abstraction-effectiveness of these strategies, which is equal to the
number of consistent abstractions used in deliberations per abstrac-
tion update, to evaluate their performance. Our results show that
for a strategy to be abstraction-effective, it should update abstrac-
tions only before deliberation and only if an abstraction-related
change happens in the agent’s system. Furthermore, we have de-
signed additional strategies to study the remaining challenges and
measure their performance in additional simulation experiments.
Overall, our simulation results indicate that (i) truthful communi-
cation plays an important role in achieving ToM consistency and
becomes more effective when done comprehensively, and (ii) agents
need to be proactively interacting with others to create preferred
abstractions which in turn results in high goal consistency.
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