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ABSTRACT
Automated negotiation is a well-knownmechanism for autonomous

agents to reach agreements. To realize beneficial agreements quickly,

it is key to employ a good bidding strategy. When a negotiating

agent has a good back-up plan, i.e., a high reservation value, failing

to reach an agreement is not necessarily disadvantageous. Thus,

the agent can adopt a risk-seeking strategy, aiming for outcomes

with a higher utilities.

Accordingly, this paper develops an optimal bidding strategy

called MIA-RVelous for bilateral negotiations with private reserva-

tion values. The proposed greedy algorithm finds the optimal bid

sequence given the agent’s beliefs about the opponent in 𝑂 (𝑛2𝐷)
time, with 𝐷 the maximum number of rounds and 𝑛 the number

of outcomes. The results obtained here can pave the way to re-

alizing effective concurrent negotiations, given that concurrent

negotiations can serve as a (probabilistic) backup plan.
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1 INTRODUCTION
Negotiation is often described as making concessions toward a mu-

tually agreeable outcome [15]. Deciding on the right concessions is

a challenge: being too stubborn can lead to non-agreements, while

conceding too fast can result in bad agreements. An important fac-

tor in choosing the right negotiation strategy is that of a backup
plan, which serves as a possible outcome that a negotiator can

safely fall back on in case the negotiation ends in disagreement. Ac-

cordingly, this paper studies how the negotiator’s backup plan can
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be used to design an optimal bidding strategy and how it influences

a negotiator’s concession behavior.

We consider the utility of this backup plan conceptually as a

reservation value [1, 2, 8, 10, 11, 19], interpreted as the value an

agent receives if the negotiation fails [4, 13, 21]. Various works

consider how a reservation value can be used in a negotiation. A

reservation value often functions as a lower bound of a bidder’s

utility target, signifying what can be obtained in other concurrent

negotiation threads [9, 16] or as a minimum acceptance threshold

[12]. Alternatively, reservation values are used to define heuristics

in a multi-threaded negotiation context [7, 20, 22]. However, these

works focus mostly on heuristic strategies and do not provide a

theoretical proof of optimality.

In this work, we are interested in finding the optimal bidding

curve given a private reservation value. The most closely related

work is the Greedy Concession Algorithm (GCA) [3], which finds

the theoretically optimal solution for time-sensitive domains with

a static acceptance model, but without a reservation value. Moham-

mad [14] has proven GCA can handle repeating offers. They have

also introduced a faster GCA (QGCA) and extend to negotiations

with a nonzero reservation value, but without direct proof for this

setting.

Our main contribution is a bidding strategy called a Marginal

Improvement Algorithm for Reservation Values (MIA-RVelous),

which maximizes the marginal improvement of expected utility in a

greedy way to find the optimal bid sequence given the reservation

value. The algorithm finds an optimal sequence for static acceptance

models with a time complexity of 𝑂 (𝑛2𝐷).

2 PROBLEM SETTING
We focus on the bidding strategy (not the acceptance strategy or

opponent model [5, 6, 17]) of a general agent for bilateral negotia-

tion, where agents 𝐴 and 𝐵 take turns making bids, in accordance

with the alternating offers protocol [18]. If no agreement is reached

before the maximum number of rounds, i.e. a deadline 𝐷 , then the

agent receives the reservation value rv, which is considered private

information and hence remains unknown to the opponent.

All the possible agreements together are called the negotiation
domain Ω = {𝜔1, 𝜔2, ..., 𝜔𝑛}. Both agents have preferences over the

domain Ω; we adopt the perspective of agent 𝐵 and examine their

bidding strategy. Agent 𝐵 associates with 𝜔𝑖 ∈ Ω a utility between

0 and 1, which we denote by 𝑢 (𝜔𝑖 ). 𝐵 has access to their own utility

function, but 𝐴’s utility function is unknown to 𝐵. Therefore, 𝐵
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uses an opponent model, with 𝑎(𝜔𝑖 ) the acceptance probability of

bid 𝜔𝑖 .

Example 1. Imagine Bo (𝐵) would like to go for dinner together

with their friendAce (𝐴), and they both have to agree on a restaurant

before dinner time, To come to the best dinner plan, Bo has to

decide what bids to make and in what order. Suppose there are

three options to consider: Italian, Sushi, and Fast food. In Table 1,

Bo’s utility for each bid is shown, along with the corresponding

(estimated) probability that Ace accepts the bid. Suppose Bo only

has time for one dinner proposal out of the three options. Using

Bo’s belief regarding Ace’s acceptance probabilities, Bo’s first (and

only) bid should maximize the expected utility, so the best choice

is proposing the Fast food place, which yields an expected utility

of 0.27.

Table 1: Possible bids and their expected utilities for one bid.

Bid 𝐵’s
utility

𝐴’s acceptance
probability

Expected
utility

Italian 0.5 0.4 0.20

Sushi 0.9 0.2 0.18

Fast food 0.3 0.9 0.27

The example above illustrates one bid only; if we consider multi-

ple bids strategically, the agent (Bo) can plan multiple bids ahead

and decide on the whole bid sequence 𝜋 = (𝑥1, 𝑥2, ..., 𝑥𝑘 ), with
𝑥1, ..., 𝑥𝑘 ∈ Ω before the negotiation start given a static acceptance

model. Note that early termination is irrational without bidding

costs. 𝐵’s expected utility of making bids, 𝐸𝑈rv of 𝜋 , is the expected
utility of the first bid, or, if it is rejected, the expected utility of

the second bid, and so on, ending with the reservation value if no

agreement is reached:

𝐸𝑈rv (𝜋) =
𝑘∑︁
𝑖=1

𝑢𝑖 · 𝑎𝑖
𝑖−1∏
𝑗=1

(1 − 𝑎 𝑗 ) + rv ·
𝑘∏
𝑗=1

(1 − 𝑎 𝑗 ).

The overall aim is to select the optimal sequence of 𝐷 bids

𝜋∗ ∈ Ω𝐷
such that the expected utility 𝐸𝑈rv is maximized:

𝜋∗ = argmax

𝜋∈Ω𝐷

𝐸𝑈rv (𝜋). (1)

A naive strategy to find this optimal sequence 𝜋∗ would be to

evaluate all sequences from Ω𝐷
and pick the sequence with the

highest expected utility. As the agreement space grows larger, this

quickly becomes infeasible. Therefore, we develop a novel strategy

called MIA-RVelous that finds 𝜋∗ in 𝑂 (𝑛2𝐷) time.

3 CONCESSION BEHAVIOR
The MIA-RVelous algorithm, a variation of [3], is presented in

Algorithm 1. Intuitively, MIA-RVelous works by first adding the

reservation value as a special bid, and then greedily adding the bid

with the best marginal improvement to utility in expectation.

Theorem 3.1. MIA-RVelous selects the optimal sequence of bids
𝜋∗ = argmax

𝜋∈Ω𝐷

𝐸𝑈rv (𝜋) given deadline 𝐷 .

Algorithm 1 Marginal Improvement Algorithm with rv
(MIA-RVelous)

1: for 𝑘 ∈ {1, . . . , 𝐷} do
2: 𝑥𝑘 ← argmax

𝜔∈Ω\{𝑥1,...,𝑥𝑘−1 }
𝐸𝑈rv (sort({𝑥1, . . . , 𝑥𝑘−1, 𝜔}))

3: 𝜋∗ ← sort({𝑥1, . . . , 𝑥𝑘 }) //sorted by decreasing utility

We can prove the optimality as formulated in Theorem 3.1. To

illustrate further, we extend our dinner example from Section 2.

Example 2. Bo and Ace negotiate about where to go for dinner.

But this time, if the negotiation fails, Bo would eat a meal from

the freezer, which yields a reservation value of 0.2. Given the three

options, what bids should Bo optimally propose? As shown before,

the Fast food place should be chosen first without a backup plan.

However, with a reservation value, it may not be immediately clear.

If a bid’s utility is lower than the reservation value, we can safely

ignore the bid. Otherwise, we can use MIA-RVelous to determine

what bid should be chosen with one available bid and a reservation

value of 0.2, and apply Algorithm 1, as shown below.

Table 2: Calculations of the expected utility of Example 1.

First bid If rejected: Expected utility

Italian rv 0.5 · 0.4 + (1 − 0.4) · 0.2 = 0.32.

Sushi rv 0.9 · 0.2 + (1 − 0.2) · 0.2 = 0.34 .

Fast food rv 0.3 · 0.9 + (1 − 0.1) · 0.2 = 0.29.

Since the Sushi bid yields the highest expected utility, the first

bid should be Sushi, which is more risky than Fast food meaning

that it has a higher utility and a lower acceptance probability. This

is an example of how the presence of a reservation value stimulates

the agent to seek the riskier option.

4 DISCUSSION
We can show that our proposed bidding strategy, MIA-RVelous,

finds the optimal bid sequence for bilateral negotiations with a

reservation value with a time complexity of 𝑂 (𝑛2𝐷).
Our work leads to further research directions. In this paper,

we consider a given reservation value, which we can extend to

a scenario where the agent receives the reservation value with a

certain probability. Probabilistic reservation values can serve their

function in concurrent negotiations, as previously proposed [7]:

an agent can fall back on ongoing concurrent negotiations after

a negotiation thread failed, which results in probabilistic backup

plans. Therefore, an important future direction is to extend our

work on the optimal concession curve with a reservation value to

one-to-many and many-to-many negotiations. The results obtained

here can pave the way to realizing effective concurrent negotiations.
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