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ABSTRACT
Learning in a multiagent system requires structural credit assign-
ment to distill system performance into agent-specific feedback.
Fitness shaping methods largely isolate agent credit, but struggle
when an agent’s actions do not directly affect system feedback.
This work introduces D-Indirect, a fitness shaping method that
gives credit for both direct actions and actions that have an indirect
impact on the system’s performance. We demonstrate the effec-
tiveness of D-Indirect in a simulated shepherding scenario and our
results show that learningwith D-Indirect significantly outperforms
learning with the standard difference evaluation and the system
evaluation when agents indirectly impact system performance.
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1 INTRODUCTION
Multiagent systems require agents to cooperate in order to maxi-
mize performance from a system evaluation function. These sys-
tems are well suited for scenarios such as search and rescue [8, 12],
oil spill cleanup [9, 14], and traffic congestion [13]. Learning to coor-
dinate in a system like this is difficult because the system evaluation
captures the performance of the system overall, not of individual
agents. This creates the problem of structural credit assignment,
which is ensuring that each agent receives feedback based on its
individual actions [1, 10].

Fitness shapingmethods help remedy the structural credit assign-
ment problem. The difference evaluation in particular shapes the
system evaluation for an agent based on how that agent’s actions
impacted the system evaluation function [1, 4]. This largely isolates
credit for individual agents. However, the difference evaluation
cannot assign credit for actions that indirectly map to the system
evaluation. For instance, if an agent only takes actions to enable
other agents to increase system performance, then the difference
evaluation would provide no feedback for that agent.
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This work introduces a new fitness shaping method: “D-Indirect”.
D-Indirect uses the same principle as the difference evaluation, but
also accounts for indirect credit assignment. This gives an agent
feedback based on both its own actions as well as the actions of
other agents that were influenced by that agent. The key insight is
that even if an agent’s actions do not directly map to the system
evaluation, these actions could still impact the system evaluation
downstream.We can capture this indirectmapping by incorporating
agent-to-agent interactions in order to make sure these actions are
appropriately rewarded. The key contribution of this work is D-
Indirect, a fitness shaping method that provides an agent with an
individual feedback signal for its overall contribution to a system
including its influence on other agents.

2 BACKGROUND
The difference evaluation is a fitness shaping method that computes
direct credit assignment in a multiagent system and has successfully
improved performance in various domains [1–3]. By comparing
the system evaluation to a counterfactual evaluation with agent 𝑖’s
actions removed, we can isolate agent 𝑖’s direct impact on system
performance. This is shown below.

𝐷𝑖 = 𝐺 (𝑧) −𝐺 (𝑧−𝑖 ∪ 𝑐𝑖 ) (1)

where 𝐷𝑖 is the difference evaluation for agent 𝑖 , 𝐺 (𝑧) is the
system evaluation with all agents’ actions, and 𝐺 (𝑧−𝑖 ∪ 𝑐𝑖 ) is the
counterfactual evaluation with agent 𝑖’s actions replaced with null
actions 𝑐𝑖 . The structure of 𝐷 is powerful because it gives an agent
feedback that is both sensitive to that agent’s actions and aligned
with 𝐺 . The issue with 𝐷 is that it requires a direct mapping from
agent 𝑖’s actions to the output of 𝐺 . If an agent’s actions do not
directly affect the calculation of the system evaluation, then 𝐷

provides no useful feedback.

3 D-INDIRECT
D-Indirect borrows the structure of 𝐷 , and modifies it in order to
compute indirect credit assignment in a multiagent system. Rather
than simply removing agent 𝑖 in the counterfactual evaluation, D-
Indirect removes agent 𝑖 as well as other agents that were influenced
by agent 𝑖 . The motivating idea is that even if an agent’s actions do
not directly impact the system evaluation, that agent can still have
important interactions with other agents that we can measure as
“influence”. This makes it so that if agent 𝑖 takes actions that enable
agent 𝑖′’s actions to have a direct impact, then agents 𝑖 and 𝑖′ both
get credit for those actions.

We represent D-Indirect as 𝐷𝐼𝑛𝑑𝑖𝑟𝑒𝑐𝑡 , and compute it by taking
Equation 1 from the standard difference evaluation and modifying
the counterfactual system evaluation. Rather than replacing only
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agent 𝑖 with a counterfactual, agents in the set 𝐹𝑖 are replaced with
a counterfactual. 𝐹𝑖 is the set of agent 𝑖 and agents influenced by
agent 𝑖 . We compute 𝐷𝐼𝑛𝑑𝑖𝑟𝑒𝑐𝑡 according to the following equation.

𝐷𝐼𝑛𝑑𝑖𝑟𝑒𝑐𝑡
𝑖 = 𝐺 (𝑧) −𝐺 (𝑧−𝐹𝑖 ∪ 𝑐𝐹𝑖 ) (2)

In this work, we use a null counterfactual for 𝑐𝐹𝑖 , so actions from
agents 𝐹𝑖 are simply removed. 𝐹𝑖 is determined by an influence
function that computes which agents were influenced by agent 𝑖 ,
and must be defined according to how agents interact in the domain.

4 EXPERIMENTAL SETUP
We set up our experiment in the multiagent multi-POI shepherd-
ing domain. Shepherd agents must learn to guide preprogrammed
(non-learning) sheep agents to various points of interest (POIs)
in order to maximize 𝐺 . The challenge is that only sheep agents’
actions directly impact 𝐺 , so shepherd agents must learn despite
having no direct impact on system performance. The sheep behave
according to Reynold’s flocking behaviors [11]. The computation
of 𝐺 is shown below.

𝐺 (𝑠𝑓 𝑖𝑛𝑎𝑙 ) =
1
𝑝

∑︁
𝑗

1
min𝑖 (𝑑𝑖𝑠𝑡 (𝑠ℎ𝑒𝑒𝑝𝑖 , 𝑃𝑂𝐼 𝑗 ))

(3)

𝐺 is evaluated based on the final state of the system after one
episode containing 200 timesteps. 𝑠𝑓 𝑖𝑛𝑎𝑙 includes the final positions
of all shepherd and sheep agents in the system, and 𝑝 is the number
of POIs. The summation is across all POIs and sheep 𝑖 is the closest
sheep agent to POI 𝑗 . In order to replace the actions of an agent 𝑖
or set of agents 𝐹𝑖 with a null counterfactual to compute𝐺 (𝑧𝑖 ∪ 𝑐𝑖 )
or 𝐺 (𝑧−𝐹𝑖 ∪ 𝑐𝐹𝑖 ), respectively, we remove the final state of those
agents from the computation of 𝐺 shown above. This is equivalent
to replacing the agents’ actions because agents begin in the same
initial state at the beginning of every episode.

The map has an (X,Y) size of (110, 100). Shepherd and sheep
agents are placed in 10 pairs near the bottom Y edge of the map.
10 POIs are scattered according to a uniform distribution from
(10,30) to (100, 90). Each shepherd must move a short distance to
begin influencing its nearest sheep agent, and then must maintain
influence over that sheep agent to bring it towards a POI. To achieve
the maximum score of 𝐺 = 1, each shepherd would have to bring
one sheep to one POI. The set 𝐹𝑖 for shepherd agent 𝑖 includes that
shepherd agent as well as the sheep agents that remained closest
to that particular shepherd.

The shepherd policies are learned using a Cooperative Coevo-
lutionary Algorithm (CCEA) [5–7]. Each shepherd agent evolves
a population of 50 neural networks with 2 layers and 9 units per
layer. For evaluation, each shepherd policy is placed on a randomly
formed team without replacement, and scored according to the
fitness shaping method: 𝐺 (no shaping), 𝐷 , or 𝐷𝐼𝑛𝑑𝑖𝑟𝑒𝑐𝑡 . Selection
is done according to n-elites with binary tournament selection. The
top 5 policies of a shepherd’s population are added to the new
population, and the higher performing of two randomly chosen
policies is mutated and added until the new population is filled. An
additional team is formed using the highest performing policy of
each population to evaluate the system performance.

Each trial of the CCEAwas run for 500 generations. Each shaping
method (𝐺 , 𝐷 , and 𝐷𝐼𝑛𝑑𝑖𝑟𝑒𝑐𝑡 ) was used for 20 independent trials.

5 RESULTS AND DISCUSSION
Figure 1 shows the average performance and standard error for each
shaping method. Symbols are included to represent average per-
formance every 100 generations to help provide clarity. 𝐷𝐼𝑛𝑑𝑖𝑟𝑒𝑐𝑡

results in higher performing joint policies for the shepherd agents
than 𝐺 or 𝐷 . 𝐷𝐼𝑛𝑑𝑖𝑟𝑒𝑐𝑡 outperforms 𝐺 because it gives each shep-
herd agent individualized feedback based on how its actions influ-
enced sheep agents to move towards POIs. On the other hand, 𝐺
provides each shepherd agent with the entire system feedback, so
there is no distinction between which agents contributed to the
system and which did not. Instead, each shepherd agent is evaluated
based on how its randomly assigned team performed rather than
how that specific agent performed. The shepherd agents can still
learn with𝐺 , but not as effectively as with 𝐷𝐼𝑛𝑑𝑖𝑟𝑒𝑐𝑡 . Learning with
𝐷 results in consistently useless joint policies because there is no
direct mapping from shepherd agents’ actions to𝐺 . This means that
𝐷 consistently evaluates to 0 for each shepherd’s policy because
there is no difference in the computation of 𝐺 when a shepherd
agent’s actions are removed.

Figure 1: Learning curves with different fitness shapingmeth-
ods.We see that𝐷𝐼𝑛𝑑𝑖𝑟𝑒𝑐𝑡 learnsmuch faster than𝐺 , and𝐷 re-
sults in no learning. This is because 𝐷𝐼𝑛𝑑𝑖𝑟𝑒𝑐𝑡 gives shepherd
agents feedback based on their indirect impacts to system
performance whereas𝐺 provides no shaping, and 𝐷 provides
no feedback for shepherd agents.

D-Indirect makes it possible to address structural credit assign-
ment for indirect actions. By accounting for how an agent’s actions
influence other agents, D-Indirect gives that agent credit for those
influencing actions that would otherwise be ignored in shaping. Fu-
ture work should investigate further how agent-to-agent influence
can be leveraged for more effective fitness shaping.
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