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ABSTRACT

We identify a subtle security issue that impacts mechanism design
in scenarios in which agents can absolutely commit to strategies,
by which the strategy of an agent may depend on the commit-
ments made by the other agents. This changes fundamental game-
theoretic assumptions by inducing a meta-game of choosing which
strategies to commit to. We say that a game that is unaffected by
such commitments is Stackelberg resilient and show that computing
it is intractable in general, though it can be computed efficiently for
two-player games of perfect information. We show the intuitive, but
technically non-trivial result, that if a game is resilient when some
number of players can make commitments, it is also resilient when
these commitments are available to fewer players. We demonstrate
the non-triviality of Stackelberg resilience by analyzing two escrow
mechanisms from the literature. These mechanisms have the same
intended functionality, but we show that only one is Stackelberg re-
silient. Our model is particularly relevant in Web3 scenarios, where
these commitments can be realized by the automated and irrevo-
cable nature of smart contracts, and highlights an important issue
in ensuring the secure design of Web3. In particular, our work sug-
gests that smart contracts already deployed on major blockchains
may be susceptible to these attacks.
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1 ABSOLUTE COMMITMENTS

We introduce the concept of an absolute commitment, where agents
have a more ‘absolute’ ability to commit to strategies than is usually
the case in games. In particular, we grant agents the capacity to
make irrevocable commitments that can condition on the content
of other agents’ strategies. For commitments to be irrevocable, the
strategy, once chosen, cannot be altered by the agent. We will gen-
erally consider these strategies to be specified using self-executing
programs. The ability of commitments to condition on the con-
tents of other commitments makes sense in a context, such as with
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smart contracts in Web3, in which all commitments are both self-
executing and knowable to other agents.

The letters of last resort are secret letters, written by an incoming
British prime minister to the commanders of submarines. They
stipulate what the commanders should do in the case that a nuclear
strike destroys the British Government. In particular, they could
call for nuclear retaliation, even the possibility of which should
act as deterrence. If we assume compliance by the commanders,
we have an example of a self-executing strategy. It is not subgame
perfect to enact meaningless retaliation, so a letter ordering such
destruction illustrates a change in equilibrium as compared to a
game without irrevocable commitments. This point was a tenet of
mutually assured destruction — a Cold War deterrence strategy —
that was predicated on the idea that, if one country were annihilated,
their submarines would annihilate the aggressor, despite it being
too late for such action to save the homeland. While this tells part
of the story we explore in this paper, there is an aspect missing.
To fully encapsulate our narrative, we first require that the letter
be known to the potential aggressor and that the aggressor could
condition their strategy based on the strategy it contains. In this
version, the incoming British prime minister might be told,

“Our spies tell us that our enemy has ordered their sub-
marines that, if you write a letter ordering retaliation
in the case of strike, then their submarine commanders
are to carry out a strike! We know that enemy spies will
know the content of your letter with complete certainty.”

The incoming prime minister now finds themselves in a bind: a
letter stipulating retaliation will precipitate an attack and certain
retaliation, while a letter forbidding an attack will leave Britain
vulnerable. In this story we can already make two observations:
there is a decided first mover advantage, Britain here must respond
to commitments already made by an enemy; and what was before
a protracted game of many moves will now be decided solely in the
commitment phase, after which the agents can only sit back and
watch the system unfold, knowing precisely what will happen.
This idea of a leader-follower dynamic is captured by a Stackel-
berg competition model. In particular, games in which agents can
commit to strategies are known as Stackelberg games [12] and their
equilibria are known to be hard to compute [1, 7]. In this model,
the leader can do backwards induction to predict what a follower
might do in response to their plan. In our scenario, rather than the
leader simply being able to deduce what the followers will do in
response to their actions, the leader tells the followers precisely
what will be done in response to any possible follower strategy. A
regular Stackelberg model returns us to the simple example wherein
a leader says that they will retaliate should destruction befall their
homeland. Having made the inference that no follower would then
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dare attack, the leader can rest assured they will not need their
threat. A leader in the case of our absolute commitments would
have to follow a different strategy. If the incoming British PM were
the leader and were not responding to an enemy, they may declare,
‘If the enemies of Britain stipulate no retaliation, so will we. Otherwise
we will preemptively attack.” Such a commitment would clearly lead
to the followers complying with the threat and all the submarine
crews could go home. These more complex equilibria are known as
reverse Stackelberg equilibria [2, 3] and are also studied in a variety
of contexts, such as in control theory [4, 5, 11].

In this work, we consider extensive-form games and use sub-
game perfect equilibria (SPE) as solution concepts. We will use the
model of absolute commitments proposed by Hall-Andersen and
Schwartzbach [6], which strictly generalizes (reverse) Stackelberg
equilibria. In this model, granting an agent the capacity to commit
absolutely corresponds to allowing this agent to make a ‘cut’ in
the game tree, which must respect information sets. This induces
an ‘expanded game’ of exponential size, containing a root node be-
longing to the agent and a subgame corresponding to each possible
cut for the agent. For multiple commitments, the commitments are
expanded in a bottom-up manner, which gives a natural means for
these commitments to condition on each other. Hall-Andersen and
Schwartzbach show that reasoning about the subgame equilibria
of these games generalizes (reverse) Stackelberg games and is hard
in the general case.

Given the prevalence of known, algorithmically stipulated games,
we find this both a practically important and an interesting line of
questioning. One clear potential environment for these absolute
commitments is in smart contracts [6]. Smart contracts are decen-
tralized programs that run on a virtual machine implemented by a
blockchain, such that, once deployed, their execution is no longer
under the control of their creator [13]. They are generally used
to store and allocate funds, providing clear economic incentives
for these attacks. Importantly, in most blockchains, the contents
of smart contracts are public and can, in principle, reason about
each other!. This setting was studied by Landis and Schwartzbach
in the context of blockchain transaction fee mechanisms [8]. In
their work, a group of agents have transactions that they want to
include on a block, the contents of which is controlled by a miner.
The agents then pay the miner to have their transactions included
on the block. However, [8] demonstrates that the leading agent
may commit absolutely such that their transaction is included at
zero cost, and force the other agents to enter into a lottery for
the remaining space on the block. In that instance, the outcome
benefited all the agents, except for the miner, and the threats were
largely just adhering to the regular SPE, whereas the commitments
allowed the agents to spontaneously collude. By contrast, in this
work, we show instances in which the introduction of additional
contracts is favorable for only one or a few of the agents.

1.1 Our Results

As mentioned, games may in some contexts be susceptible to attacks
in which agents commit to self-executing strategies that change

Note that while Rice’s theorem [10] states that any non-trivial property of Turing
machines is undecidable, in threatening an agent into deploying contract X, a smart
contract need not check for semantic equivalence, only whether or not the agent
deploys exactly contract X.
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the nature and equilibrium of the game. We call these attacks Stack-
elberg attacks, since reasoning about these attacks captures Stack-
elberg games as a special case. We observe that some games are
resilient to these attacks, in the sense that the set of subgame per-
fect equilibria is unchanged by adding sequential commitments for
the players (in any order). We say that such a game is Stackelberg
resilient. We now state the main results of this work; proofs of all
these statements can be found in the full version of this paper [9].

We first investigate the computational complexity of determining
if a game is Stackelberg resilient. We show, using techniques in [6],
that Stackelberg resilience is hard to compute in general, but can
be computed efficiently in some simple cases.

THEOREM 1 (COMPUTATIONAL COMPLEXITY). Determining Stack-
elberg resilience is PSPACE-hard in general, although it can be deter-
mined efficiently for two-agent games of perfect information.

Technically, what we show is that Stackelberg 1-resilience is NP-
hard for games of imperfect information, using the same reduction
as in [6]. However, this result can be extended to show PSPACE-
hardness when the number of agents is unbounded (regardless of
whether the games have perfect or imperfect information).

Next, we analyze two escrow mechanisms from the literature [?
? ]. These two mechanisms have the same intended functionality:
namely, holding a payment in escrow while a trade is being final-
ized. Interestingly, we find that one of these mechanisms is indeed
Stackelberg resilient, while the other one is not.

THEOREM 2 (NON-TRIVIALITY). Stackelberg resilience is non-trivial:
there are two escrow mechanisms, only one of which is resilient.

Essentially, in one of the games the seller may create a self-
executing strategy that forces the buyer to dispute delivery of an
item they actually received (causing the buyer to lose their de-
posit). This demonstrates that Stackelberg resilience is a non-trivial
property and begs the question of which mechanisms can be imple-
mented in a Stackelberg resilient manner. We leave it as interesting
future work to develop techniques to design mechanisms that are
Stackelberg resilient.

Finally, a natural question is whether games retain Stackelberg
resilience when one agent’s ability to make absolute commitments
is taken away, i.e. whether k-resilience implies (k — 1)-resilience.
We call this property downward closure and show that it holds in
general for Stackelberg resilience.

THEOREM 3 (DOWNWARD CLOSURE). If a game is Stackelberg
resilient when k agents can make self-executing strategies, it is also
Stackelberg resilient when € agents have this capacity for any £ < k.

We show this by showing the contrapositive statement: a game
that is not (k — 1)-resilient cannot be k-resilient. The proof also
implies a monotonicity property: once an agent has a viable attack,
that attack cannot be undermined by adding an additional self-
executing strategy when that commitment is the final one.
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