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ABSTRACT
To create useful reinforcement learning (RL) agents, step zero is
to design a suitable reward function that captures the nuances
of the task. However, reward engineering can be a difficult and
time-consuming process. Instead, human-in-the-loop (HitL) RL ap-
proaches allow agents to learn reward functions from human feed-
back. Despite recent successes, many of the HitL RL methods still
require numerous human interactions to learn successful reward
functions. To that end, this work introduces Sub-optimal Data Pre-
training, SDP, a method that leverages reward-free, sub-optimal
data to improve the feedback efficiency of HitL RL algorithms. We
demonstrate that SDP can significantly improve over state-of-the-
art HitL RL algorithms in three DMControl environments.
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1 INTRODUCTION
In reinforcement learning (RL), an agent’s goal is to interact with an
environment in order tomaximize its total reward [14]. It is assumed
that the environment provides an agent with a well-defined reward
function that captures all task complexities. But where does this
reward function actually come from? Reward functions are hand-
engineered by humans inwhat often can be a tedious and non-trivial
pursuit [1]. As the complexity of tasks increases, so does the time
and effort required to design a suitable reward function. Further,
there have been notable examples of reward misspecification, in
which RL agents discovered and exploited unintended shortcuts in
the reward function [5, 13].

A promising alternative is to learn reward functions directly from
human feedback. In this paradigm, humans can provide feedback
in the form of preferences or scalar signals, which are then used
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to learn a reward function that is consistent with human desires
[7, 8]. Despite recent progress, existing preference- and scalar-based
RL methods still require thousands of human queries to learn an
adequate reward function [3, 8]. Prior work attempts tomitigate this
issue through several mechanisms, including active learning [8, 11],
data augmentation [10, 12], semi-supervised learning [10, 18], and
meta-learning [6, 9]. Alternatively, this work takes inspiration from
offline RL. Yu et al. [17] found that in settings where there is an
abundance of unlabeled (i.e., reward-free), low-quality data, one
way to use this data in offline RL is labeling all such data with a
reward of zero (i.e., the minimum task reward). As low-quality data
is arguably the easiest type of data to obtain, we present Sub-optimal
Data Pre-training, SDP, an approach that leverages abundant sub-
optimal, unlabeled data to improve learning in HitL RL methods.
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Figure 1: Overview of SDP: After pseudo-labeling all sub-
optimal data with rewards of zero, we then pre-train our
reward model with this data set. During the agent update
phase, we initialize our RL agent’s replay buffer with the
same pseudo-labeled data set. We then interact in the envi-
ronment and make learning updates.

2 REWARD LEARNING FROM HUMAN
FEEDBACK

This paper assumes that we are in an MDP/R setting (i.e., reward-
free), where our goal is to learn a good policy while also learning a
reward function from human feedback. In preference-based learn-
ing, two segments, 𝜎0 and 𝜎1, are compared by a teacher. If the
teacher preferred segment 𝜎1 over segment 𝜎0, then the target 𝑦 is
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Figure 2: Top: Scalar feedback experiments. Bottom: Preference learning experiments.

set to 1, and if the converse is true 𝑦 is set to 0. If both segments are
equally preferred, then 𝑦 is set to 0.5. As feedback is collected, it
is stored as tuples (𝜎0, 𝜎1, 𝑦) in the data set 𝐷𝑅𝑀 . Then, we follow
the Bradley-Terry model [2] to define a preference predictor using
the reward function 𝑟𝜃 . Intuitively, this model assumes that the
probability of the teacher preferring a segment depends exponen-
tially on the total sum of predicted rewards along the segment. To
train the reward function, we update 𝑟𝜃 by minimizing the standard
binary cross-entropy objective. In the scalar feedback setting, we
can apply standard regression as the teacher assigns numerical
ratings to trajectory segments instead of preferences.

3 SUB-OPTIMAL DATA PRE-TRAINING
SDP comprises two phases: (1) the reward model pre-training phase
and (2) the agent update phase. In the reward model pre-training
phase, we obtain 50,000 (state, action) transitions, 𝜎𝑠𝑢𝑏 , from a
random policy and pseudo-label them with a reward of 0. This data
set 𝐷sub = {(𝜎𝑠𝑢𝑏 , 0)𝑖 }𝑁𝑖=1 is used to optimize the reward model
𝑟𝜃 using the standard mean squared loss. As a result, the reward
model 𝑟𝜃 becomes pessimistic because it learns to associate all
sub-optimal transitions with a low reward. Without such a prior,
the reward model would initially have random estimates for the
sub-optimal transitions. The only way to improve such estimates
would be to obtain actual feedback from a teacher. Therefore, by
pseudo-labeling the sub-optimal transitions with 0, we obtain free
supervision to give our reward model a helpful bias.

Next, in the agent update phase, we initialize the RL agent’s
replay buffer with 𝐷sub. The RL agent then briefly interacts with its
environment and performs gradient updates according to its loss
functions. This component is necessary as it changes the RL agent’s
policy and generates new transitions, which are then stored in both
the agent’s replay buffer and the reward model’s replay buffer,𝐷RM.
In standard scalar- and preference-based HitL RL approaches, we
query the teacher for feedback on trajectory segments sampled
from 𝐷RM. Therefore, when it is time for the teacher to provide
their first set of feedback, the feedback can cover a different region
of the state and action space, relative to the original sub-optimal

data (as 𝐷RM was empty prior to the agent update phase). After
these phases, any off-the-shelf HitL RL algorithm can proceed.

4 RESULTS
We apply SDP to both scalar- and preference-based RL approaches.
We benchmark it against four algorithms: PEBBLE [8] for a preference-
based RL comparison, Deep TAMER [16] for a scalar-based RL com-
parison, R-PEBBLE (a regression variant of PEBBLE) as another
scalar-based RL benchmark, and SAC [4]. SAC is an oracle baseline
as it learns while accessing the true reward function, which is un-
available to the other algorithms. To evaluate performance, we use
a scripted teacher that provides either a scalar rating of a single
trajectory or preferences between two trajectories according to the
oracle reward function. We train all algorithms for one million time
steps. We evaluate SDP in three DMControl environments [15] —
Walker-walk, Cheetah-run, and Quadruped-walk. All results are
averaged over five seeds with shaded regions indicating a 95% con-
fidence interval. To test for significant differences in performance
(e.g., final performance and area under the curve, AUC), we perform
a Welch t-test with a p-value of 0.05. Figure 2 shows the resultant
performance for the scalar-based feedback experiments (top fig-
ure) and preference-based feedback experiments (bottom figure).
In all experiments, we found that SDP significantly improves (p <
0.05) over the state-of-the-art HitL RL algorithms in either learning
efficiency (i.e., AUC) or final performance. The simplicity and effec-
tiveness of SDP allow for it to be easily combined with off-the-shelf
HitL RL algorithms to improve learning. Overall, this work takes
an important step toward considering how HitL RL approaches can
take advantage of readily available sub-optimal data.
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ETHICS STATEMENT
The goal of preference and scalar-based RL is to learn reward func-
tions that align with a teacher’s preferences or desires. However,
there is the possibility that a hostile user (i.e., with harmful de-
sires) provides feedback to teach the RL agent negative behaviors.
Therefore, although it is important to improve the performance
and efficiency of these methods, it is equally important for further
research to focus on the development of safe HitL RL approaches
that can safeguard against malicious outcomes.
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