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ABSTRACT
Multi-Agent Deep Reinforcement Learning (MADRL) is a research
field that combines deep learning and multi-agent reinforcement
learning. In complex tasks, a single agent often finds it difficult to
complete the task independently, thus requiring cooperation and
communication between agents. However, communication between
agents remains a key issue in multi-agent cooperative reinforce-
ment learning. To address this issue, we propose a new method
called Multi-Head Attention Mixing Network (MA-MIX), which
aims to solve key challenges in multi-agent systems. MA-MIX is
based on the multi-head attention mechanism and innovatively
applied to agent networks, effectively solving the problem of in-
formation exchange and cooperation in multi-agent systems. We
compared MA-MIX with traditional QMIX algorithms and other
baseline algorithms. The experimental results show that MA-MIX
has superior performance under the StarCraft Multi-Agent Chal-
lenge (SMAC) environment.
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1 INTRODUCTION
Multi-Agent Reinforcement Learning (MARL)[6, 17] is a learning
method that coordinates agents to cooperate in completing a com-
mon goal in complex tasks involving multiple agents. In traditional
reinforcement learning, agents are often viewed as independent
decision-makers, ignoring the interactions between agents. How-
ever, multi-agent deep reinforcement learning has great potential
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in solving many real-world problems, such as speech recognition[8,
13], coordination of robot swarms[5], autonomous driving[1, 4],
group decision-making[9], natural language processing[21], and
intelligent control[2]. Due to the actual communication constraints
and the huge joint action space brought about by the increase in
the number of agents, existing MARL algorithms usually use one
or more centralized functions to learn the contribution of the ac-
tions chosen by the agents to the team goal, and the centralized
function optimizes the parameters of the agents according to the
global team reward. This method is called the Centralized Training
and Decentralized Execution (CTDE) paradigm[3, 10]. For example,
Value Decomposition Networks VDN[15], QMIX[11], QTRAN[14],
Qatten[20] and QPLEX[18] are the main methods of this CTDE
MARL. They have outstanding performance in many MARL tasks,
such as StarCraft Multi-Agent Challenge (SMAC)[12].

However, most existing methods usually only consider the effect
of a single agent on the entire multi-agent system, ignoring the
mutual influence between agents. To address this issue, we propose
a method based on the multi-head attention mechanism, MA-MIX.
It allows each agent to selectively pay attention to the actions of
other agents through the attention mechanism, in order to learn
the optimal strategy by choosing actions that are more favorable
to itself and other agents. We evaluated MA-MIX in the StarCraft
Multi-Agent Challenge (SMAC) scenario and showed that MA-MIX
outperforms QMIX and other baselines in various scenarios.

2 METHOD
In this section, we propose a novel network structure based on
value decomposition, called MA-MIX. It consists of three main
network structures: (1) an improved agent network based on the
multi-head attention mechanism, (2) a mixing network, and (3) a
weight network.

Figure 1(a) shows the structure of the mixing network and the
weight network. The mixing network is a regular feed-forward
neural network that takes the 𝑄𝑖 output from the agent network
as input, performs a complex non-linear mixing, and produces the
final𝑄𝑡𝑜𝑡 . The role of the weight network is to transform the global
state 𝑆𝑡 and the hidden state ℎ𝑎𝑡 of each agent into vectors of the
same dimension, and then concatenate them to form the input. This
process allows the weight network to consider both global and
local information, enhancing the expressive power of the weight
network. Each weight network first processes the input data using a
fully connected linear layer, then applies a ReLU activation function,
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Figure 1: (a) Mixing network structure, shown in blue. Orange is the weighted network that generates the weights and biases of
the mixing network. (b) The overall structure of MA-MIX. (c) Agent network structure, shown in green.

and finally uses another fully connected linear layer to calculate
the weight value𝑊 of the agent. Finally, these weight values are
used to mix each agent’s local Q-value in the form of equation (1),
generating the final joint action Q-value.

𝑄𝑡𝑜𝑡 =
(
𝑄

(1×𝑛)
𝑖

W1
(𝑛×𝑒 ) + b1 (1×𝑒 )

)
W2

(𝑒×1) +𝑉 (1×1) (1)

Figure 1(c) presents the network structure of the agent. This
network adopts an innovative approach, introducing the multi-
head attention mechanism into the estimation of the agent’s value
function, significantly enhancing performance. Unlike traditional
DRQNs, the multi-head attention mechanism has stronger expres-
sive power, sequence modeling ability, and information aggregation
ability, which shows excellent performance improvement when
dealing with complex tasks. First, the input data (𝑜𝑎𝑡 , 𝑢𝑎𝑡−1) is pro-
cessed through a fully connected layer and reshaping operation,
then concatenated with the previous hidden state ℎ𝑎

𝑡−1. Next, the
concatenated result is passed into our defined multi-head attention
layer for attention calculation. Finally, the output goes through a
multi-layer fully connected layer for feature extraction and trans-
formation, generating the agent’s action value function 𝑄𝑎 .

We train MA-MIX end-to-end. In order to find the optimal joint
action-value function 𝑄∗ (𝑠, 𝒖) = 𝑟 (𝑠, 𝒖) + 𝛾E𝑠′ [max𝒖′ 𝑄∗ (𝑠′, 𝒖′)],
we use the Adam optimizer and Q-Learning[19] with a deep neu-
ral network parameterized by 𝜃[16] in MA-MIX to minimize the
following loss:

L(𝜃 ) = E(𝜏,𝑢,𝑟,𝜏 ′ ) ∈𝐷 [
(
𝑟 + 𝛾𝑉 (𝜏 ′;𝜃−) −𝑄 (𝜏,𝑢;𝜃 )

)2] . (2)

3 EXPERIMENTAL AND RESULTS
3.1 Comparison
Table 1 show the results of all methods in six tasks in SMAC.First,
we tested MA-MIX in MMM and 2s3z simple scenarios. Encourag-
ingly, we observed that most algorithms can achieve very high win
rates in these two scenarios.However, the performance of QTran
was not satisfactory, possibly because the actual relaxation might
hinder the accuracy of its updates[7].Next, we tested MA-MIX in

Table 1: The average test win rate on SMACmaps. We trained
for 2M time steps on each map

Maps MA-MIX QTran Qatten QMIX QPlex

MMM 100% 31.2% 96.8% 100% 100%

2s3z 99.08% 84.3% 94.3% 99.45% 94.75%

5m_vs_6m 77.80% 5% 32% 61.70% 51.80%

8m_vs_9m 100% 0% 78% 90% 84%

MMM2 95% 0% 59.3% 60% 0%

corridor 19.75% 0% 0% 0% 0%

5mvs6m and 8mvs9m difficult scenarios. These scenarios represent
different challenges, and existing methods fail to achieve consistent
performance, while MA-MIX outperforms the rest of the algorithms
significantly. Finally, we tested MA-MIX in MMM2 and corridor
super-hard scenarios. Due to the increased difficulty and complex-
ity, all methods performed poorly. We observed that in the corridor,
while only the MA-MIX algorithm reached a win rate of about
20% after 2 million steps of training. In the MMM2 map, MA-MIX
achieved a win rate of 70%. This result demonstrates the superiority
of MA-MIX over QMIX and QPlex in handling super-hard SMAC
scenarios.

4 CONCLUSION
This paper introduces a value decomposition hybrid network MA-
MIX for cooperative MARL tasks. The core idea of MA-MIX is
to enable each agent to pay attention to the information of other
agents and cooperate and communicate with them in the process
of generating Q-values. Through the multi-head attention mecha-
nism, agents can learn more comprehensive and accurate strategies,
thus significantly improving the cooperation performance and the
overall performance of the system.
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