
Fully Independent Communication in Multi-Agent Reinforcement
Learning

Extended Abstract

Rafael Pina
Loughborough University London

London, United Kingdom
r.m.pina@lboro.ac.uk

Varuna De Silva
Loughborough University London

London, United Kingdom
v.d.de-silva@lboro.ac.uk

Corentin Artaud
Loughborough University London

London, United Kingdom
c.artaud2@lboro.ac.uk

Xiaolan Liu
Loughborough University London

London, United Kingdom
xiaolan.liu@lboro.ac.uk

ABSTRACT
Several recent works have focused on communication approaches
in Multi-Agent Reinforcement Learning (MARL). However, the mul-
tiple proposed communication methods might still be too complex
and not easily transferable to more practical contexts. One of the
reasons is due to the use of the famous parameter sharing trick. In
this paper, we investigate how independent learners in MARL that
do not share parameters can communicate. We demonstrate that
this setting might incur into some problems, to which we propose
a new learning scheme as a solution. Our results show that, despite
the challenges, independent agents can still learn communication
strategies following our method. Additionally, we use this method
to investigate how communication in MARL is affected by different
network capacities, both for sharing and not sharing parameters.
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1 INTRODUCTION
Communication in Multi-Agent Reinforcement Learning (MARL)
has been an important subject in the field of MARL [2, 4, 7]. Usu-
ally, in the standard approaches, agents learn the tasks by making
decisions based on their local observations. However, if they have
communication capabilities, other information can be used to make
a better decision. From the perspective of practical applications,
communication is also seen as a feasible way of improving learning
due to progresses in diverse fields [1, 5, 10].
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In conventional MARL approaches, communication can often be
applied by using an additional network that learns how to produce
messages [3, 9, 14]. This network can be used by the agents to
produce a message that represents their knowledge or experience at
a certain moment, and is then sent to the others. In most approaches,
the parameter sharing setting is adopted, meaning that, under this
configuration, it is used only a single network (or two, if there is
a mixer network or a communication network, for instance) that
is shared by all the agents [6, 7, 12]. However, when we look at
practical applications, sharing parameters becomes unrealistic [13].

Within the multiple proposed communication methods, when
sharing parameters is not feasible a question arises: can commu-
nication still be conducted successfully when the agents do not
share parameters? In this paper, we intend to study the challenges
of communication in independent MARL when parameters are not
shared and agents have distinct networks for their policy and for
generating communication messages, which is an understudied set-
ting in MARL that can be beneficial for practical applications [13].
Thus, we propose a way of successfully communicating under these
conditions. We further show how communication affects learning
when the agent networks have higher or lower capacities. For an
extended version of this work with further results refer to [11].

2 COMMUNICATION IN MARL FOR FULLY
INDEPENDENT LEARNERS

We start by formally describing the implications of communica-
tion with fully independent agents in MARL that do not share
parameters. Sharing parameters is taken for granted in most MARL
approaches, and thus it is often forgotten to consider the implica-
tions of not sharing parameters.

We consider agents that are controlled by a policy network and
have a distinct network whose purpose is to generate messages
for communication. Let us first consider the case of Independent
Q-learning (IQL) with parameter sharing and communication. For
simplicity of notation, in the demonstration, we use the observa-
tions 𝑜𝑖 instead of the history 𝜏𝑖 . Let also 𝑓𝑖 and 𝑔𝑖 denote two
certain functions such that 𝑓𝑖 → 𝑄 and 𝑔𝑖 → M, for a set of all
Q-values 𝑄 and a set of all messages M. We have that

{𝑄𝑖 }𝑁𝑖=1 = {𝑓𝑖 (𝑜𝑖 ,𝑚−𝑖 , 𝑎𝑖 ;𝜃 )}𝑁𝑖=1, (1)
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where𝑚−𝑖 corresponds to the messages from all agents except 𝑖 ,
that is produced by a neural network denoted by a function 𝑔 𝑗 with
parameters 𝜇

𝑚−𝑖 = {𝑔 𝑗 (𝑜 𝑗 ; 𝜇)}𝑁𝑗=1, 𝑗≠𝑖 ∧𝑚𝑖 = 𝑔𝑖 (𝑜𝑖 ; 𝜇) . (2)

This is the standard procedure for IQL with parameter sharing.
However, when we do not share parameters of the networks, the
case can be very different. We consider now IQL with no parameter
sharing and with communication. In this configuration, the agents
are fully self-contained and do not share any parameters. However,
we allow them to communicate. In this case, if we follow an equiv-
alent communication scheme as in the previous case (i.e., learning
from the incoming messages from the others), we now have that

{𝑄𝑖 }𝑁𝑖=1 = {𝑓𝑖 (𝑜𝑖 ,𝑚−𝑖 , 𝑎𝑖 ;𝜃𝑖 )}𝑁𝑖=1, (3)

where𝑚−𝑖 corresponds once again to the messages from all agents
except 𝑖 , that are produced by a neural network denoted by a func-
tion 𝑔 𝑗 with parameters 𝜇 𝑗

𝑚−𝑖 = {𝑔 𝑗 (𝑜 𝑗 ; 𝜇 𝑗 )}𝑁𝑗=1, 𝑗≠𝑖 ∧𝑚𝑖 = 𝑔𝑖 (𝑜𝑖 ; 𝜇𝑖 ). (4)

In this case, 𝑗 does not share parameters with 𝑖 , and thus 𝜇𝑖 will
never be updated ∀𝑖 ∈ {1, . . . , 𝑁 }. As a solution, we propose instead
the following learning scheme for independent communication:

{𝑄𝑖 }𝑁𝑖=1 = {𝑓𝑖 (𝑜𝑖 ,𝑚−𝑖 ,𝑚𝑖 , 𝑎𝑖 ;𝜃𝑖 )}𝑁𝑖=1, (5)

where𝑚−𝑖 corresponds again to themessages from all agents except
𝑖 , that are produced by a function 𝑔 𝑗 with parameters 𝜇 𝑗 (Eq. (4)).

From the above, we note the existence of a second problem (that
is independent of our solution to the initial problem), since 𝜇−𝑖
would be updated for 𝑁 times, causing losses of gradient when
propagating through the same values several times. To overcome
this problem described, for each agent 𝑖 , we detach𝑚−𝑖 from the
computational graph, ensuring that all 𝜃𝑖 ∧ 𝜇𝑖 , 𝑖 ∈ {1, . . . , 𝑁 } are
updated exactly once.

With this learning scheme, which can be summarized by Eq. (5),
we solve both identified problems that occur in fully independent
learning with communication and without parameter sharing. This
scheme allows all the parameters to be updated, enabling learning
with communication, as we show in the results ahead.

3 EXPERIMENTS AND RESULTS
We consider different settings to analyse the effects of communi-
cation with and without parameter sharing: PS+IQL (IQL and the
agents share the parameters of the same network), NPS+IQL (IQL
but no parameter sharing), PS+IQL+COMM (like PS+IQL, but now
adding a communication network), and NPS+IQL+COMM (that
corresponds to the scheme in section 2 - like NPS+IQL, but now
each agent has its own communication network). Importantly, one
of the key points of these experiments is to evaluate whether the
proposed method in section 2 enables successful communication
for independent learners who do not share parameters.

We observe that sharing parameters naturally brings advantages.
In line with other works, we observe in Fig. 1 that sharing parame-
ters (PS) works mostly as a way of speeding up learning and saving
computational resources. When parameters are not shared (NPS),
the problem becomes much more complex since there is no link
between networks of different agents, and thus the communication

(a) PS+IQL (b) PS+IQL+COMM

(c) NPS+IQL (d) NPS+IQL+COMM

Figure 1: Rewards achieved in the PredatorPrey task [8] with
4 agents and 2 prey, with a penalty for non-cooperative be-
haviours of −0.75×𝑁 every time an agent attempts to capture
a prey alone. This punishment has shown to be important to
evaluate communication approaches [7, 9, 14].

network does not receive direct feedback of the messages produced
by itself. However, despite this limitation inherent to the fact that
parameters are not shared, we can still see the strong improvements
of communication in fully independent learners in Fig. 1(d), where
the agents manage to achieve positive rewards, as opposed to when
they do not communicate (Fig. 1(c)). This demonstrates that our
framework for communication when parameters are not shared
enables learning in this challenging configuration.

In order to study the amount of network capacity needed for
learning and how communication helps with this information, we
have also experimented with different sizes for the hidden layers
of the agent network but fixed the communication network hidden
dimensions to 64. As it was expected, when the agents have a higher
network capacity, their performance is drastically improved. On
the other hand, when the network capacity is not enough, it might
take them longer to learn the tasks. This means that networks with
a higher network capacity have a higher sample efficiency as they
can learn faster with the same amount of samples.

Importantly, when we look at Fig. 1, we can see that the agents
can only solve the task with communication and, while increasing
the network capacity without communication does not have any
impact, increasing it together with adding communication makes a
big difference. In summary, note the important remark that while
increasing the network capacity might be enough for some tasks,
when communication is necessary simply increasing the network
capacity is not enough, and both are needed.
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