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ABSTRACT
A key contributor to the success of modern societies is humanity’s

innate ability to meaningfully cooperate. Game-theoretic reason-

ing shows however, that an individual’s amenity to cooperation is

directly linked with the mechanics of the scenario at hand. Social

dilemmas constitute a subset of such scenarios where players are

caught in a dichotomy between the decision to cooperate, prioritis-

ing collective welfare, or defect, prioritising their own welfare. In

this work, we study such games through the lens of ‘the selfishness

level’, a standard game-theoretic metric which quantifies the extent

to which a game’s payoffs incentivize self-directed behaviours. Us-

ing this framework, we derive the conditions under which SDs can

be resolved and, additionally, produce a first-step towards extend-

ing this metric to Markov games. Finally, we present an empirical

analysis indicating the positive effects of selfishness-level-directed

mechanisms in such environments.
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1 INTRODUCTION
Social dilemmas [9] (SDs) are well studied, and have been the sub-

ject of much work in fields such as psychology [3] and sociology [6].

SDs are particularly interesting as they are known to model many

real-world coordination problems. A striking example is the case

of nuclear weapons proliferation. Here, it is individually rational

for a state to maintain a stockpile of nuclear warheads as it serves

to deter international conflict. However, when multiple states en-

gage in nuclear arms production, the global community becomes

endangered by arms races, geopolitical tensions and, accidental use.

Ideally, all states should agree to dismantle their stockpiles, but

if any one state were to do so then any opposing, nuclear-armed,

states would gain a critical military advantage. The many years of

discourse surrounding this problem illustrates that finding solu-

tions to SDs is hard, often requiring external mechanisms to align
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individual incentives with broader societal goals. Sequential social

dilemmas (SeqSDs) [8], extend SDs to the Markov game setting and

are well known to more accurately represent the complexities of

real-world dilemmas. As such they are used as the standard test-

bed for mechanisms such as formal contracting [2], social value

orientation [10, 11], inequity aversion [5, 16], and conformity to

emergent social norms [15]. In this work we take an interdepen-

dence perspective [4], which has recently gained attention in the

AI community [10, 11, 16]. We claim that, in simulated scenarios,

extrinsic payoffs can be framed as a miss-specification of objective,

requiring some external intervention to align with human values.

In this light, we investigate the use of the selfishness level [1] as

such an intervention mechanism, studying its effects on SDs and

extending the notion to the SeqSD setting, empirically verifying its

ability to induce agent cooperation.

2 SELFISHNESS LEVEL & SOCIAL DILEMMAS
The selfishness level [1] is a scalar metric on the pure Nash equilib-

ria of a normal-form game. Intuitively, a game’s selfishness level

indicates how much an egotistical player values their own payoff

over the collective welfare.

Definition 2.1 (Selfishness level of a normal-form game [1]). Given
any normal-form game 𝐺 � {𝑁, {𝑆𝑖 }𝑖∈𝑁 , {𝑝𝑖 }𝑖∈𝑁 }, we can induce

an altruistic game 𝐺 (𝛼) � {𝑁, {𝑆𝑖 }𝑖∈𝑁 , {𝑟𝑖 }𝑖∈𝑁 } where, 𝑟𝑖 (𝑠) �
𝑝𝑖 (𝑠) + 𝛼𝑆𝑊 (𝑠). The selfishness level of a strategic game 𝐺 is:

𝛼𝐺 = inf𝛼 {𝛼 ∈ R+ |𝐺 is 𝛼-selfish},
where, 𝐺 is 𝛼-selfish if, for some 𝛼 ≥ 0, a pure Nash equilibrium of

𝐺 (𝛼) is a social optimum of 𝐺 .

SDs [9] are a class of normal-form game which emphasise a di-

chotomy between individual preferences and the collective good:

𝐶 𝐷

𝐶 𝑅, 𝑅 𝑆,𝑇

𝐷 𝑇, 𝑆 𝑃, 𝑃

Table 1: Outcome categories in the SD payoff matrix
where 𝑅 denotes the payoff for mutual cooperation, 𝑃 mutual de-

fection, 𝑆 cooperation when an opponent defects and 𝑇 defection

when an opponent cooperates. SDs are further defined by a set of

inequalities which prescribe the tensions between individual and

collective preferences:

𝑅 > 𝑃, 𝑅 > 𝑆, 2𝑅 > 𝑇 + 𝑆, (1)

𝑇 > 𝑅 (greed) or 𝑃 > 𝑆 (fear). (2)

The inequalities in 1 work to establish mutual cooperation as the

unique, stable, social optimum and the inequalities in 2 dictate the

modality of the SD (e.g., when both inequalities in 2 are satisfied,

the resultant game is a prisoner’s dilemma).
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3 RESOLVING SOCIAL DILEMMAS
Examining SDs through the lens of selfishness level highlights some

interesting properties. We delegate proofs for all theorems in this

section to the full version of this paper at: kclpure.kcl.ac.uk [12].

Theorem 3.1. The selfishness level of a SD is

𝛼𝐺 =

{
0 if 𝑇 ≤ 𝑅,
𝑇−𝑅
2𝑅−𝑇 if 𝑇 > 𝑅.

(3)

Equation 3 shows that when players are troubled only by an equi-

librium selection problem (i.e., when 𝐺 is a stag hunt dilemma),

𝛼𝐺 = 0. Conversely, when 𝛼𝐺 > 0 (i.e. a prisoner’s or chicken

dilemma), the game is not naturally conducive to cooperation. In-

tuitively, the selfishness level is directly linked with 𝑇 and 𝑅 - the

greater the value of 𝛼𝐺 , the higher the incentive to deviate from

mutual cooperation, and vice-versa. As such, the selfishness level

formally quantifies the magnitude of the intervention required to

realise cooperation.

Here, we investigate how the selfishness level can be used in

the design of intrinsic payoff mechanisms to align the players’

preferences towards mutual cooperation. Our analysis shows that,

in chicken and prisoner’s dilemmas, the resultant selfishness level

modified payoffs can be relieved of any individual-group tensions,

that is, neither inequality in 2 holds.

Theorem 3.2. Given a SD 𝐺 , let 𝑇 > 𝑅 and 𝑃 ≤ 0 (a chicken
dilemma). 𝐺 (𝛼) is always resolved when 𝛼 = 𝛼𝐺 .

The result of Theorem 3.2 reflects the fact that the selfishness level

works only to alleviate the burden of greed. As chicken dilemmas

are troubled only by greed it is natural that the altruistic game

induced by 𝛼𝐺 , 𝐺 (𝛼𝐺 ) is free of any dilemma.

Theorem 3.3. Given a SD 𝐺 , let 𝑇 > 𝑅 and 𝑃 > 0 (a prisoner’s
dilemma). 𝐺 (𝛼) is resolved when 𝛼 = 𝛼𝐺 and 𝑃 ≤ 𝑇 − 𝑅

Theorem 3.3 mirrors Theorem 3.2. If the personal benefit of exploita-

tion is the driving force behind a player’s willingness to defect then

a selfishness level modification of payoffs is able to completely

resolve the dilemma. Conversely, if 𝑃 > 𝑇 −𝑅,𝐺 (𝛼𝐺 ) is a stag hunt.

3.1 Extending to Markov Games
We present here a ‘first step’ towards the highly non-trivial goal of

theorising the selfishness level in the Markov game setting starting

with two-player sequential social dilemmas (SeqSDs).

Definition 3.4 (Sequential Social Dilemma [8]). SeqSDs are charac-
terised by the presence of critical states 𝑆𝑐 ⊆ 𝑆 . Each 𝑠𝑐 ∈ 𝑆𝑐 induces

a sub-game such that players’ preferences can be expressed as a

social dilemma. This can be more easily intuited through table 2.

𝜋𝐶 𝜋𝐷

𝜋𝐶 𝑅(𝑠𝑐 ), 𝑅(𝑠𝑐 ) 𝑆 (𝑠𝑐 ),𝑇 (𝑠𝑐 )
𝜋𝐷 𝑇 (𝑠𝑐 ), 𝑆 (𝑠𝑐 ) 𝑃 (𝑠𝑐 ), 𝑃 (𝑠𝑐 )

Table 2: Empirical payoff matrix for 𝑠𝑐 ∈ 𝑆𝑐 ⊆ 𝑆 .

where, 𝑅(𝑠𝑐 ) � 𝑉
𝜋𝐶
𝑖
,𝜋𝐶

−𝑖
𝑖

(𝑠𝑐 ), and𝑇 (𝑠𝑐 ), 𝑆 (𝑠𝑐 ) and, 𝑃 (𝑠𝑐 ) are defined
analogously.

Our extension is defined via the altruistic Markov game, which is

analogous to the normal-form game presented in definition 2.1.

Figure 1: Results in cleanup and harvest [5] averaged over
five runs (using PPO [13] with parameter sharing). 𝛼 is set
manually for each experiment, due to the complexity of Γ,
with 𝛼 = 100 producing noticeably improved social welfare
over both environments.

Definition 3.5 (Altruistic Markov Game). Given a Markov game,

M, we can induce an altruistic Markov game (cf. 2.1)

M(𝛼) := {𝑁, 𝑆, {𝐴𝑖 }𝑖∈{1,...,𝑁 } , 𝑃, {𝜆𝑖 }{𝑖∈{1,...,𝑁 } , 𝛾}
where 𝜆𝑖 (𝑠, 𝑎, 𝑠′) := 𝑅𝑖 (𝑠, 𝑎, 𝑠′) + 𝛼 (∑𝑗∈𝑁 𝑅 𝑗 (𝑠, 𝑎, 𝑠′)).

We now define a scalar-valued selfishness level for the SeqSD.

Definition 3.6 (Selfishness Level of Two-Player SeqSDs). Consider
the special case of altruistic Markov games where the host game is a

two-player SeqSD. Each 𝑠𝑐 ∈ 𝑆𝑐 can be considered as a normal-form

sub-game. Given this, we construct the set

®𝛼 � {𝛼𝑠𝑐 |𝛼𝑠𝑐 =
𝑇 (𝑠𝑐 ) − 𝑅(𝑠𝑐 )
2𝑅(𝑠𝑐 ) −𝑇 (𝑠𝑐 )

∀𝑠𝑐 ∈ 𝑆𝑐 },

and define the selfishness level of the SeqSD as

Γ = max𝑠𝑐 ®𝛼.

It is known that, if for some 𝛼 ≥ 0 a social optimum of 𝐺 (𝛼) is
Nash, then it remains as such for every 𝛽 ≥ 𝛼 [1]. I.e., for an 𝑠𝑐 with

selfishness level 𝛼𝑠𝑐 , even in the altruistic game 𝑠𝑐 (𝛽), where 𝛽 >>

𝛼𝑠𝑐 , the social optima of 𝑠𝑐 (𝛽) remains Nash. Under this formalism,

we have a single, scalar, value Γ describing the selfishness level for

the whole Markov game, taking a conservative view with respect

to rating a Markov game’s cooperativeness. If there is only a single

state under which players are able to grossly exploit their peers

then the selfishness level of the game becomes, principally, defined

by that interaction alone.

4 EXPERIMENTS
We present our empirical analysis (see Fig. 1) studying the effect

of a selfishness level inspired reward shaping mechanism in two

well-known SeqSDs, ‘cleanup’ and ‘harvest’ [5] (public goods and
commons dilemmas [7], respectively) with code adapted from [14].

In both cleanup and harvest, agents are tasked with collecting ap-

ples that lie in an orchard. For both scenarios, rewards are acquired

exclusively through the collection of apples, with the respective

dilemmas arising from the means through which the pool of avail-

able apples is replenished.
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