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ABSTRACT

Multi-agent multi-armed bandit (MAMAB) is a classic collabora-
tive learning model and has gained much attention in recent years.
However, existing studies do not consider the case where an agent
may refuse to share all her information with others, e.g., when
some of the data contains personal privacy. In this paper, we pro-
pose a novel limited shared information multi-agent multi-armed
bandit (LSI-MAMAB) model in which each agent only shares the
information that she is willing to share, and propose the Balanced-
ETC algorithm to help multiple agents collaborate efficiently with
limited shared information. Our analysis shows that Balanced-ETC
is asymptotically optimal, and its average regret (on each agent)
approaches a constant when there are sufficient agents involved.
Moreover, to encourage agents to participate in this collaborative
learning, an incentive mechanism is proposed to make sure each
agent can benefit from the collaboration system. Finally, we present
experimental results to validate our theoretical results.
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1 INTRODUCTION

Multi-armed bandit (MAB) problem is a fundamental theoretical
model and has been studied for decades. However, standard MAB
setting only focuses on the game with a single agent, while many
real-world applications face the challenge of multiple agents making
decisions. As a concrete example, in an online shopping platform,
when a buyer chooses to purchase a certain product, she will receive
a corresponding reward. Hence, the buyer can be regarded as an
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agent and the product can be regarded as an arm. Different from
the standard MAB setting with a single player, there are always
a large number of buyers who are choosing products to purchase
in the online shopping platform, and collaboration between them
could help them learn much faster. Therefore, in this paper, we
consider the multi-agent multi-armed bandit (MAMAB) model,
which features multiple players playing (and collaborating in) the
same instance of an MAB problem together.

Several variants of the MAMAB model have been studied in
the existing literature, e.g., letting the agents collaborate to speed
up the learning procedure with limited communication (e.g., [1, 5,
6]), considering decentralized matching market with multi-armed
bandit (e.g., [2, 4, 9]). However, these studies do not consider the
case where an agent may refuse to share her private information
with others, and may even decide to withdraw from learning if she
is forced to share some data that she is not willing to share. For
example, in an online shopping platform, the shared information
would be the users’ comments about the products, which may
help other users make their decisions. However, a user may not
comment on every product she purchases in reality, and she can be
reluctant to make comments for many reasons, e.g., because the user
regards the comments as her privacy, or because commenting on
these products does not directly improve her experiences. A survey
presented in [7] indicates that customers are likely to refrain from
purchasing certain types of items on online shopping platforms
due to privacy concerns.

2 MODEL

We introduce a novel multi-agent multi-armed bandit model named
limited shared information multi-agent multi-armed bandit (LSI-
MAMARB) to characterize the structure of collaborative learning
in reality, in which each agent only shares the information that
she is willing to share (e.g., only her received rewards on some
arms) with the other agents, and only decides to participate in this
collaboration when she can benefit from it.

In this paper, we design an algorithm Balanced-ETC for the case
that each agent only shares the information of some specific arms
with the other agents.

Theorem 2.1 (informal). Our Balanced-ETC algorithm achieves
O(NlogT) total regret, while all the users only need to share the
information they are willing to share.

This is indeed the best one can do, since the overall regret lower
bound is Q(NlogT) even if everyone shares all her information
with each other [3].
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Figure 1: Experimental results of Balanced-ETC

3 INCENTIVE MECHANISM

Although the overall regret of Balanced-ETC is asymptotically op-
timal, the algorithm cannot ensure everyone benefits, i.e., some
agents may suffer from a higher individual regret (compared with
not attending the collaboration system and running a 2-UCB pol-
icy herself). For example, if only one agent is willing to share the
information of arm 2, then in our LSI-MAMAB model, she needs
to pull (and share) arm 2 for more times than running the 2-UCB
algorithm alone, since the number of pulls on sub-optimal arms in
elimination-based algorithms is always larger than in UCB-based
algorithms. Hence, it is necessary to apply some incentive mecha-
nisms in Balanced-ETC to achieve IR.

In our incentive mechanism, there is a center controller which
is responsible for compensating the agents (for sharing their data),
and collecting the costs from them (for reading the shared data
from other agents). The specific amount of cost and compensation
are given in the paper. The proposed incentive mechanisms in this
paper is objectively present in the real world. For example, in the
current existing federal framework, it is common practice for the
federated learning platform to provide compensation to the data
providers and charge fees to the data users [8].

Theorem 3.1 (informal). Our incentive mechanism makes sure
that both the users and the platform can benefit by participating the
collaboration when there are sufficient users.

Our algorithms and experiments demonstrate that both agents
and the platform can benefit from collaboration, indicating that
the platform is viable and agents are willing to participate in the
cooperation.

4 EXPERIMENTS

In this section, we present experimental results for our Balanced-
ETC algorithm and its incentive mechanism. Specifically, in our
experiments, there are 10 arms with an expected reward vector
1 =1[0.9,0.8,0.7,0.6,0.5,0.4,0.3,0.2,0.1,0]. As for the information
sharing structure, we assume that every agent is only willing to
share the information of one arm, and consider two settings: the
balanced setting and the imbalanced setting. In the balanced setting
(Figure 1(a) and 1(c)), |Si| is the same for all arm i, i.e., the number
of agents who are willing to share the information of any arm is the
same. In the imbalanced setting (Figure 1(b)), |S1| = |S2| = 1, while
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the other arms’ |S;| is the same, i.e., only few agents are willing
to share the good arms. All these results take an average over 100
independent runs.

In Figure 1(a) and Figure 1(b), we compare the performance of
Balanced-ETC under different number of agents. We can see that no
matter the balanced setting or the imbalanced setting, the overall
regret (green line) does not increase a lot when the number of
agents grows up. Hence, the average individual regret (blue line)
keeps decreasing and tends to be zero when there are more agents
involved. This accords with our analysis, and demonstrates the
effectiveness of our collaboration system. However, as we can see,
if we do not apply any incentive mechanism, then the max original
individual regret (red line) can be larger than the regret of running
the 2-UCB policy alone (black line), especially when there are few
agents involved or when the sharing structure is imbalanced. After
adding our incentive mechanism (by receiving compensation Com,,
and paying cost Costp,), the maximum incentive individual regret
(red imaginary line) is always lower than the regret of running
the 2-UCB policy alone (black line), and becomes almost 0. This
also accords with our analysis, and demonstrates that our incentive
mechanism can achieve IR, i.e., it makes sure that every agent
who joins this collaboration system can benefit. In Figure 1(c),
we compare the profits of the central controller (i.e., },, Cost,, —
> m Comy,) under different number of agents. We can see that the
profit increases linearly in the number of agents, and becomes
higher than 0 when there are about 4k agents. This also accords
with our analysis, and empirically shows that the central controller
can also benefit from making the platform practical in reality, as
long as there are sufficient agents participating.

5 CONCLUSION

In this paper, we propose the LSI-MAMAB model, and design the
Balanced-ETC algorithm and its corresponding incentive mech-
anism. This is the first work on multi-agent multi-armed bandit
problem with limited information sharing, which sheds light on
many collaborative learning scenarios with data sharing constraints.
We show that our algorithm’s overall regret is asymptotically opti-
mal, and our incentive mechanism achieves individual rationality.
Finally, we validate our analysis with experiments.
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