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ABSTRACT
Roughly speaking, the research field of machine ethics deals with
devising behavioral constraints on computational systems to en-
sure restricted, morally acceptable behavior. The potential benefits
of researching machine ethics are substantial, encompassing con-
tributions to ethical AI development and the societal impact of
computational systems. However, there are genuine concerns and
risks associated with this research (e.g., the potential to undermine
human autonomy) that must be carefully considered.

In this article, we will explore the question of whether it is worth-
while to conduct research in machine ethics, given the potential
demerits and challenges involved. Central to our study is the propo-
sition that explainability, such as is being explored in connection
with explainable artificial intelligence (XAI), can serve as a pow-
erful tool to augment the advantages of machine ethics research,
mitigate its disadvantages, and create unique advantages of its own.
Overall, we conclude that the study of machine ethics is worthwhile,
especially when it is supported by research on explainability.
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1 INTRODUCTION
Artificial systems permeate our world. A vital question arises from
this permeation: How should we constrain machines to behave in a
morally acceptableway towards us humans? This question concerns
machine ethics—the search for formal, unambiguous, algorithmiz-
able, and implementable behavioral constraints on systems so as to
compel them to exhibit morally acceptable behavior [6, 11, 38, 39].

Unfortunately, there seem to be potential demerits connected
with research in machine ethics. For instance, some people believe
that as artificial systems are equipped with increasingly sophis-
ticated capacities for moral reasoning, they inevitably acquire a
moral status at some point [17, 20]. Such a moral status would imply
that we have to grant rights to machines, resulting in extremely
negative consequences for a society that relies on exploiting them.

This work is licensed under a Creative Commons Attribution
International 4.0 License.

Proc. of the 23rd International Conference on Autonomous Agents and Multiagent Systems
(AAMAS 2024), N. Alechina, V. Dignum, M. Dastani, J.S. Sichman (eds.), May 6 – 10, 2024,
Auckland, New Zealand. © 2024 International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org).

In this extended abstract (for the full paper, see Chapter 3 of
[38]), we will outline that the reasons for pursuing the research
discipline of machine ethics outweigh the reasons against doing so.
Afterwards, we will argue that explainability can serve as a catalyst
for machine ethics, profoundly contributing to it.

2 IS MACHINE ETHICS WORTHWHILE?
2.1 Motivations for Machine Ethics
Motivation 1: The Well-Being of Humankind. To ensure the
well-being of people and prevent them from being harmed by artifi-
cial systems, it is essential to develop systems that act in accordance
with morality [4, 17, 33].

Motivation 1.1: Acceptance. Giving systems the capacity to reason
morally is often assumed to be one prerequisite for making them
trustworthy and, thus, increasing their acceptance [6, 26].

Motivation 1.2: Fairness.Machine ethics can help to prevent im-
plicit biases from being programmed into a system, since imple-
menting morals presumably requires making values explicit [6, 7].

Motivation 1.3: Benign Superintelligence. One option to increase
the chances of a benign superintelligence emerging is to equip
artificial systems with capacity for moral reasoning [24, 33].

Motivation 2: Moral Alignment. Engaging in machine ethics
may improve the moral alignment of decision makers beyond cur-
rent standards [3, 4, 17]. We may become able to formulate better
moral theories and, perhaps, even find the correct one (if it exists).

Motivation 2.1: Improved Human Decisions. Studying machine
ethics can help to improve individual human decisions [3, 6]. Hu-
mans may use a machine to arrive at moral solutions just as they
use pocket calculators to arrive at mathematical solutions [17, 39].

Motivation 2.2: Improved Human Morality. Machine ethics can
help to improve human morality as a whole. Engaging in machine
ethics can help us to formulate more consistent moral theories and
reach consensus on moral dilemmas [4, 6–9, 17, 35].

2.2 Risks of Machine Ethics

Risk 1: Insufficiently Moral Machines. As ethics was originally
devised for humans, we need to investigate whether it is possible
and makes sense to apply results from ethics to machines.

Risk 1.1: Lacking Moral Agency. In contrast to humans, machines
are not moral agents and, thus, cannot act morally. Machines not
being moral agents is the case because machines lack relevant
capacities such as free will, consciousness, or autonomy [3, 4, 33].

Risk 1.2: Unacceptable Level of Morality. For machines to be ac-
cepted, it is plausible that a higher level of morality is required than
that for humans [3, 4, 17]. This level might be unattainable [17].
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Risk 1.3: Computational Limitations. It may be impossible to im-
plement an adequate moral theory in a machine due to theoretical
and practical computational limitations [3, 4, 16, 17, 35].

Risk 2: Detrimental Consequences. Equipping machines with
the capacity to reason morally may indirectly (Risks 2.1.1 and 2.1.2)
or directly (Risks 2.2.1–2.2.4) lead to undesirable consequences.

Risk 2.1.1: Increased Corruptibility. Moral capacities may require
an explicit representation of moral considerations that can make
the machine more susceptible to errors or corruption [17, 40].

Risk 2.1.2: Moral Patiency. Endowing systems with moral ca-
pacities may lead to them becoming moral patients [17, 20]. Such
systems would have certain rights that we must not violate [23, 25].

Risk 2.2.1: Bad Moral Performance. With added moral capacities,
the overall performance of systems may suffer [4] while still not
reaching human standards of moral performance [4, 16, 17].

Risk 2.2.2: Responsibility Gap. System deployment goes hand-
in-hand with problems of attributing responsibility [4, 13, 17, 29].
Deploying machines with moral capacities could make attributing
responsibility even more difficult than before [15, 17, 19, 37].

Risk 2.2.3: Value Imperialism. Equipping systems with a particular
capacity to reason morally can violate national or cultural identity,
leading to some kind of value imperialism [17].

Risk 2.2.4: Undermined Human Agency. Equipping machines with
moral capacities may undermine human agency by correcting their
(moral) mistakes and thus supporting human incompetence [17].

2.3 Refuting the Risks of Machine Ethics
To refute the reasons against machine ethics, we champion moral
alignment [17]. According to this concept, the goal ofmachine ethics
is to make the behavior of machines more morally desirable from
the perspective of humans, even if only by a little bit [17, 35, 36].

Risk 1: InsufficientlyMoralMachines.Withmoral alignment,
we do not need to care about lacking moral agency, an unacceptable
level of morality, or unimplementable moral theories. Pragmatically
seen, more and more machines will be deployed, and a slightly
morally desirable machine deployed is morally better than one that
is not morally desirable but deployed nevertheless.

Risk 2: Detrimental Consequences.Many of the risks men-
tioned above arise only when one tries to give machines capacities
for being moral in the strong sense humans are. With moral align-
ment, however, we do not need to give machines such capacities.

3 THE ADVANTAGES OF EXPLAINABILITY
While machine ethics alone is worthy of exploration, machine ex-
plainability can provide further support. In a nutshell, machine
explainability is concerned with making various aspects of an arti-
ficial system understandable to a stakeholder [10, 18, 27, 34].

3.1 Amending the Risks of Machine Ethics
Machine explainability can help to further mitigate the risks of
machine ethics. We focus on the risks for which this applies most.

Risk 2.1.1: Increased Corruptibility. Explanations of a system’s
inner workings can help pinpoint sources of errors or corruption
and, thus, enable developers to improve and fix them [14, 32].

Risk 2.2.1: Bad Moral Performance.Where unacceptable outcomes
occur, explanations can help identify where a machine’s moral
capacities are defective and need to be adjusted.

Risk 2.2.2: Responsibility Gap. One of the central motivations for
pursuing machine explainability is to be better able to attribute
responsibility [13, 32, 34]. For an in-depth discussion, see [13].

Risk 2.2.4: Undermined Human Agency. Explanations let humans
(regain) control over a situation. As a consequence, humans remain
responsible in this situation and uphold their agency [32].

3.2 Augmenting the Motivations of Machine
Ethics

Machine explainability can significantly augment each of the rea-
sons for pursuing the research discipline of machine ethics.

Motivation 1: The Well-Being of Humankind. Calibrating
the acceptance of machines [14, 22] as well as fairness [1, 2, 10] are
central motivations for machine explainability [18, 27].

Motivation 2: Moral Alignment. By explaining their solutions,
artificial systemsmight improve individual human decisions or they
might educate humans about morality as a whole.

3.3 New Advantages for Machine Ethics
Machine explainability does not only avert risks of machine ethics
and augments its advantages, but is also beneficial on its own.

Advantage 1: Machine Ethics Acceptance. In addition to
the acceptance of systems, machine explainability can promote the
acceptance of machine ethics itself [11, 12, 38].

Advantage 2: Improved Machine Morality. Machine explain-
ability can help us to improve systems (see Section 3.1). As the
capacities for moral reasoning are part of the systems, machine
explainability can also help us to improve these capacities.

Advantage 3: Enriched Machine Ethics.Machine explainabil-
ity can be seen as a part of machine ethics itself [17, 41], as giving
explanations can be an ethical requirement [41].

4 CONCLUSION AND FUTUREWORK
Machine ethics and machine explainability are deeply intertwined,
as machine ethics needs machine explainability to unlock its full
potential. While we have not discussed the other direction, machine
explainability can also benefit frommachine ethics. For example, the
moral constraints that a morally aligned system plausibly contains
could serve as the basis for the generated explanations (see [38]).

Future research needs to show how machine ethics and machine
explainability can be usefully combined to achieve the best synergis-
tic effects. One possibility in this direction could be argument-based
decision making (see, e.g., [5, 11, 12, 28, 38]). The advantage of such
an approach to machine decision making would be that it mimics
one way in which humans come to decisions [21, 30, 31].
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