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ABSTRACT
Information is often stored in a distributed and proprietary form,
and agents who own this information are often self-interested and
require incentives to reveal it. Suitable mechanisms are required
to elicit and aggregate such distributed information for decision-
making. In this study, we use simulations to investigate the use
of decision markets as mechanisms in a multi-agent learning sys-
tem to aggregate distributed information for decision-making in a
contextual bandit problem.
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1 INTRODUCTION
In many decision-making tasks, relevant information is distributed
over multiple parties. To optimise decision-making, multi-agent
learning systems are required to obtain, aggregate and learn from
such distributed information. When the agents’ information is pri-
vate but their objectives are aligned, this problem has been ex-
tensively researched as Federated Learning [13, 18, 21]. However,
when their objectives are not aligned (i.e., the agents are selfish and
optimise their own independent objective functions), incentives
may be required to induce the agents to reveal their information.
For efficient multi-agent learning in such a situation, the rewards
must be designed so that as agents maximise their rewards in the
training phase, the system’s overall performance is also optimised.

Consider, for example, a recommendation system that aims to
optimise advertisement targeting by using information from multi-
ple sources (e.g., Google, Facebook and Amazon). Such information
could involve the companies’ different user profile data for the
targeted person, which the companies have no interest to reveal.
The system, therefore, needs to elicit information in a form that
is agreeable to the information source (e.g., recommendations for
the task at hand, rather than complete user profiles) and needs
to provide fair rewards for these contributions. Such rewards can
be monetary but need to be designed such that each information
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source can learn from the realised rewards and while maximising its
rewards, the performance of the recommendation system improves
as well.

In this work, we develop a multi-agent learning system that pro-
vides agents with rewards that align the agents’ objectives with the
system’s objectives. We test the system in simulations of learning
in a multi-armed Bandit problem where contextual information is
distributed over multiple agents. A full description of the approach,
the methods used for the simulations, and our results is provided
in [22].

Our approach is based on decision markets. Decision markets
are extensions of prediction markets that allow to elicit forecasts
from self-interested agents for the purpose of decision making [11].
Similar to prediction markets, they employ scoring rules to define
incentives for self-interested agents to reveal their information
[10, 12]. However, in addition, they use decision rules to make
decisions based on the elicited forecasts. The core challenge in
such a situation is quantifying scores for counterfactual outcomes
contingent on actions not taken. Stochastic decision rules, proposed
by Chen et al., which select actions stochastically with strictly
positive probabilities that depend on forecasts, have been shown to
allow to define proper scores for incentive-compatible elicitation
from selfish agents [6, 8]. This is in contrast to deterministic rules,
such as max decision rules, which deterministically select the action
with the most desirable outcomes. Deterministic rules have been
shown to potentially induce strategic manipulation of forecasts by
selfish agents [7, 19].

2 ALGORITHM
We study a multi-agent multi-armed contextual Bernoulli bandit
problem, where one agent (referred to as the principal) decides
between multiple alternative actions and receives a correspond-
ing reward that evaluates the quality of the decision. The context,
however, is distributed over multiple self-interested agents. In the
system we investigate here, the principal uses a decision market to
sequentially elicit probabilistic reports for the Bernoulli outcomes
of the available actions from the agents (see Figure 1). In each time
step, the principal receives an initial set of prior probability distri-
butions for the outcomes of each action. It then selects an agent
to alter this report. The agent will be scored for this altered report
using a decision scoring rule. The principal then adopts this report
and selects the next agent to alter it, and this process is repeated
until the last agent has been selected. Once all agents have been
queried, the principal uses the final report (from the last agent)
and a decision rule to select an action. When the selected action is
executed and the outcome is observed, the scores for all agents can
be calculated, and the time step concludes.
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Figure 1: Decision markets based multi-agent bandit system.
(A) shows a diagram for a regular contextual bandit problem.
(B) shows a multi-agent contextual bandit problem with a
decision market, which is the main design of this paper. An
action is selected by a decision market, which aggregates
distributed posterior probabilities reported from agents. The
decision market assigns a reward to each agent based on the
quality of their reports. (C) shows a contextual bandit prob-
lem with a continuum-arm space in agent 3’s perspective.

Note that while the principal faces a contextual Bernoulli bandit
problem with discrete arm space, every other agent faces a con-
tinuous contextual bandit problem, where the agent’s action is its
probabilistic report to the principal (see Figure 1). To clearly distin-
guish between these two contextual bandit problems, we refer to
the context of the Bernoulli bandit problem as the system’s context,
and the context in the continuous bandit problem of the individual
agents as the agent’s context. The agent’s context consists of the
signals it receives from the system’s environment, and the previous
report it receives from the principal or the previous agent. The
system’s context consists of all signals that are received by the
agents from the environment, including the priors that the prin-
cipal receives from the environment. We want to emphasise that
the principal in this system is not a learning agent but an entity
that employs decision markets for decision making. However, the
agents can learn to use the context to generate reports that max-
imise the score they receive. We test if, in such a system, the agents
can efficiently learn such that the principal’s performance in the
Bernoulli bandit problem improves.

3 SIMULATION RESULTS
We compare a multi-agent system with a centralised agent. In the
multi-agent system, signals are distributed across the individual
agents, while in the centralised system, there is a single agent that
receives all signals. In both cases, a stochastic decision rule is used.
The results show that the multi-agent contextual bandit system
performs as well as the centralised system.

As shown in Figure 2, we observe that the mean square error
(MSE) of the final report decreases rapidly and stabilises close to
zero in both multi-agent and centralised systems. The MSE declines
faster in the multi-agent system, compared to the centralised coun-
terpart when the agent or signal number is high. Once converged,
the average rewards for both systems are very similar, with the
reward being defined as one when the selected action leads to the
preferred Bernoulli outcome, and zero when it is not. Note that
the gap between the actual reward and the ideal reward is due to
the nature of stochastic decision rules, which assigns a positive
probability to select a sub-optimal action. The performance will be

Figure 2: System Performance Comparison in Multi-Agent
and Centralised Systems. Panels (A)-(D) depict simulations
with 3, 5, 9, and 15 signals. In the multi-agent system, each
agent receives one signal, while in the centralised counter-
part, a single agent receives all signals. The black and red
lines represent running averages of mean squared errors for
multi-agent and centralised systems, respectively. The green
line indicates the average received reward for a principal
using a correct Bayesian model with all available informa-
tion. The blue line displays the actual reward for multi-agent
systems, while the orange line represents the reward for
centralised systems. Notably, errors and rewards between
centralised and distributed systems exhibit striking similari-
ties. Although rewards are lower than the Bayesian model,
the discrepancy arises from employing a stochastic decision
rule in both multi-agent and centralised systems.

close to the ideal reward if we account for the disadvantage of the
stochastic decision rules.

We also use simulations to investigate strategies learned under
deterministic decision rules. We observe strategic manipulation of
the probabilistic reports in simulations with single and multiple
agents, which aligns with expectations from theory. For a detailed
description of these results, see [22].

4 CONCLUSION
We explore the use of decision markets for contextual bandit learn-
ing in a multi-agent system. In this system, contextual information
is distributed among several self-interested agents, each possessing
exclusive ownership of their information. These agents require
incentives to disclose and learn to interpret the contextual data.

Our simulations demonstrate that the decision market-based
multi-agent system can effectively train self-interested agents, achiev-
ing a performance on a par with a centrally trained counterpart
that has access to all pieces of the same contextual information.
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