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ABSTRACT
Two-sided matching is a classic and well-studied problem. As the

participants are usually not aware of the accurate preferences to-

wards the other side, the model of competing bandits characterizes

the process of learning uncertainty through interactions in one-to-

one matching markets. However, it does not apply to many cases,

such as the online labor market where employers may have multi-

ple vacancies. Thus, in this paper, we study the generalized problem

of competing bandits in many-to-one matching markets and focus

on the fully decentralized setting. We propose an algorithm and

show that it achieves 𝑂 (log𝑇 ) regret compared with the optimal

stable matching, for the first time without restricted assumptions

on preferences and observability in previous literature.
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1 INTRODUCTION
Online matching markets (e.g., TaskRabbit, Thumbtack) that match

employers with workers have become prevalent in the last decade.

As the market grows rapidly, participants in the matching market

face increasing uncertainties due to the lack of information on

the other side. For example, consumers may not know the service

qualities of service providers, and workers may not know the value

brought by the provided positions. In these cases, agents do not have

clear preferences towards the other side. They have to learn and

form their preferences during repeated matches. To capture such

processes, Liu et al. [5] introduce the framework of the one-to-one

competing bandits by adopting the classical MAB model [3] into

two-sided matching markets [1, 2, 7]. In this framework, employers

or different kinds of works are considered as arms, and workers as
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agents. Both sides have preferences over the other side, but agents

need to learn their preferences through repeated interactions.When

multiple agents select the same arm, only the arm’s most preferred

agent wins (e.g., gets the work) and receives a non-zero stochastic

reward.

However, the one-to-one setting is somewhat limited since it

is common for an employer or a kind of work to have multiple

positions. The many-to-one setting where arms are able to match

multiple agents is more general and practical. We focus on the

many-to-one setting and want to design algorithms that achieve

some commonly desired properties.

• Fully decentralized. Previous work has highlighted the impor-

tance and generality of the decentralized setting [5, 8]. In such

case, there is no central authority and no explicit communication

among agents. Beyond these properties, we argue that in the

fully decentralized setting, agents do not have a predetermined

identity (i.e., no predetermined index), as this usually requires a

centralized identity assignment or mutual communication.

• Arbitrary and private arm preferences. This property re-

quires that employers do not reveal their personal preferences to

others, and they may prefer different kinds of workers without

restrictions.

• No observation of winner. This is the most general assumption

on observed information in reality. This reflects a common prac-

tice that a worker is only informed by the company of her own

result (rejection or acceptance), without knowing the competi-

tion’s winners or even the identities of the competitors. However,

many works [4, 6, 9] focus on scenarios involving observation,

where all winning agents on all arms are broadcast to all agents.

• Regret on optimal stable matching. While low regret is al-

ways the objective in bandit-based problems, regret on optimal

stable matching rather than pessimal stable matching provides a

much tighter metric on how well the agents are matched. This

is because when there exist multiple stable matches, the gap be-

tween regret on optimal and pessimal stable matching could be

up to a linear order.

Contribution. In our work, we propose the algorithm SUB-

MARket IteratioN Explore-then-commit (SUBMARINE), which is

the first algorithm that achieves all the above desired properties

and obtains the tight regret of 𝑂 (log𝑇 ) in the many-to-one set-

ting. Moreover, we propose a general model to characterize the

preference structure and new techniques to handle the challenges

brought by the absence of communication channels and observation

information in the fully decentralized scenario.
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Fig. 1: An example of preference structure in the many-to-one setting. Figure (i) shows the districts, figure (ii) illustrates the
influence graph, and figure (iii) is a subgraph of (ii) excluding agent 1 and agent 2. Agents with red color represent the favorite
agents and agents with blue color form the outer closed circle. Note that if the favorite agents, i.e. agent 1 and agent 2, leave the
influence graph, the set of agents {3, 4, 5} becomes the outer closed circle of the subgraph.

2 PREFERENCE STRUCTURE
We introduce some new definitions in order to help figure out the

complex preference structures in the many-to-one scenario.

Definition 1 (District and favorite agent). An agent in
district 𝑑 ∈ {1, 2, ....} on arm 𝑘 means that the rank of the agent 𝑗 on
arm 𝑘 is within the set {(𝑑 −1)𝑆𝑘 +1, (𝑑 −1)𝑆𝑘 +2, ..., 𝑑𝑆𝑘 }. An agent
is a favorite agent if and only if she is in district 1 on every arm.

The districts reflect part of the priority on each arm. The favorite

agents are a set of agents who are most preferred by all arms. Figure

1 shows an example including 2 arms and 6 agents, and (i) shows

the preferences on both arms and the corresponding districts.

Agents’ preferences on arms also convey their influence on other

agents. Specifically, if agent 𝑗1 can potentially "squeeze" agent 𝑗2
out, we say that agent 𝑗1 can influence agent 𝑗2.

Definition 2 (Influence graph in the many-to-one setting).

An influence graph 𝐺 (M,K, 𝑺), whereM is the set of agents, K is
the set of arms, and 𝑺 denotes the vector of arm capacity, is a directed
graph with every agent as one vertex. There is a directed edge from
vertex 𝑖 to vertex 𝑗 in 𝐺 if and only if there exists at least one arm
𝑘 ∈ K such that 𝑖 ≻𝑘 𝑗 and 𝑗 ∉ D1

𝑘
.

If there exists a path from agent 𝑗1 to agent 𝑗2 in the influence

graph, then it indicates that agent 𝑗1 can influence agent 𝑗2. Based

on the preferences shown in (i), Figure (ii) depicts the influence

graph with two favorite agents.

Definition 3 (Outer closed circle). [10] An outer closed circle
is a non-empty subset of vertexes in a directed graph𝐺 , i.e.,𝑀 ⊆ 𝑉 (𝐺),
which satisfies that: i) 𝑀 is connected; ii) there is no incoming edge
from vertices in 𝑉 (𝐺) \𝑀 to any vertex in𝑀 .

The outer closed circle in the influence graph represents the set

of agents with the highest priority. They can influence each other

and other agents but cannot be influenced by other agents. Figure

(iii) is the subgraph of (ii) excluding the two favorite agents 1 and

2, and agents 3, 4, 5 form an outer closed circle.

Lemma 1. If there exists no favorite agent, then there exists a
set of agents that are the outer closed circle of the influence graph
𝐺 (M,K, 𝑆).

3 ALGORITHM
In Section 2, we recognize that there always exists a set of agents

with a high influence level, capable of influencing others but imper-

vious to influence within any given preference structure. Based on

this property, we can sequentially divide the matching market into

several smaller sub-markets and assist agents in finding their opti-

mal stable pairs through a recursion-based method. Specifically, in

every sub-market, influential agents will match with their optimal

stable pairs and subsequently leave the market. Other agents will

then form a new sub-market and repeat the process.

The SUBMARINE algorithm consists of 3 phases: the initializa-

tion phase, the sub-market phase and the exploitation phase.

• Initialization. Every agent will receive an index and learn

about her ranks or districts on all arms.

• Submarket. The algorithm will proceed in a round based

way. After every round 𝑟 , some agents will be settled on

some arms satisfactorily and enter the exploitation phase.

Agents and arms that are unsettled remain in the market,

actively learning to find the stable match.

• Exploitation. Every agent will always choose her empirical

optimal arm.

The following theorem shows that SUBMARINE achieves an

optimal sublinear regret for every agent.

Theorem 1. (Informal) If every agent runs SUBMARINE, then the
optimal regret will be upper bounded by:

𝑅𝑒𝑔∗ (𝑇, 𝑗) = 𝑂 (max{𝐾,𝑀} log𝑇
Δ2

) .

4 CONCLUSION
In this work, we study competing bandits in many-to-one match-

ing markets. We conduct a generalized analysis of the complex

preference structure in the many-to-one setting. We propose an

ETC-based algorithm, which is the first algorithm to relax restricted

assumptions on winner observation, predetermined index, and spe-

cial or public arm preferences, etc. The algorithm largely improves

prior regret bounds and achieves 𝑂 (log𝑇 ) optimal regret, by utiliz-

ing new ideas and techniques such as sub-market, new communi-

cation protocols, and random pull.
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