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ABSTRACT
Reinforcement Learning (RL) algorithms have successfully achieved
human-like performances in complex environments like games, au-
tonomous vehicles, and industrial robots. However, the Deep Neural
Networks (DNNs) used to approximate large Deep Reinforcement
Learning (DRL) policies are resource-hungry and opaque. This lim-
its the applicability of DRL in safety-critical applications running on
resource-constrained platforms. On the other hand, on inspecting
the design of most multi-output safety critical embedded control
applications, it may be observed that such systems often derive
each output based on some artifacts, which are, in turn, derived
from input variables. Given such dependencies of internal system
states on inputs, one may argue that each of these derived artifacts
can be approximated by a smaller network in a multi-network DRL
setting. In this work, we propose Micro Architecture Group Neural
Networks (MAGNets) that can distill the learning of a large DRL
network into multiple small neural networks. Using several Ope-
nAI Gym environments, we show that existing verification tools
can be used to verify the output of MAGNets while preserving the
performance of a large neural policy. We also report our gains in
network compactness, which directly impacts the execution latency
and applicability in edge devices.
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1 INTRODUCTION
Reinforcement Learning (RL) is a feedback-oriented machine learn-
ing method, a feature that makes it a natural choice for self-learning
of control policies. RL estimates an optimal state-to-action map-
ping for an agent by exploring an environment following Markov
properties with reward feedback. However, classical RL techniques
like Q-Learning [31] do not scale for real-world control problems
working on large state-action spaces. Deep Reinforcement Learning
(DRL) addresses scalability using Deep Neural Networks (DNNs)
as policy approximators. DRL has successfully learned control poli-
cies often outperforming human beings in game-playing [28] and
has shown promise in deployable technologies like autonomous
driving [18], unmanned autonomous vehicle control [19], traffic in-
tersection management [21], power-grid control [32] etc. However,
two primary concerns that restrict the use of DNNs on real-time
edge devices are as follows. Firstly, embedded edge devices are
often resource-constrained in terms of memory and computation
power. Though DRL training algorithms have been subject to signif-
icant research and are well understood, choosing the right neural
network architecture still remains an art, often resulting in overly
complex networks with many parameters [5] requiring large stor-
age space and high computation power. Secondly, DNNs are known
for their opaque structure with non-explainable outputs [25] and
are, therefore, difficult to verify against safety specifications.

Safety critical systems are often designed to satisfy inductive
invariants, essentially asserting that the system never takes a tran-
sition from a state, ®𝑥 , to a state, 𝑁 ( ®𝑥), if ®𝑥 satisfies a safety pre-
condition, 𝑃 ( ®𝑥), and the next state, 𝑁 ( ®𝑥), satisfies a post-condition,
𝑄 (𝑁 ( ®𝑥)) modeling unsafe states. In DRL, the function 𝑁 is con-
densed in a neural network. Therefore the verification problem (as
detailed in [1]) is to check the validity of:

∀®𝑥 (𝑃 ( ®𝑥) ⇒ ¬𝑄 (𝑁 ( ®𝑥))) (1)

The main challenge here is to keep the network 𝑁 small enough
for verification. Recently, a multitude of methods and tools have
been developed for neural network verification [1, 14–16] and out-
put range prediction [8]. However, all of them suffer from scalability
limitations, rarely going beyond 300-400 neurons in size and limited
in handling only specific types of activation functions [15]. In that
way, neural network size is a critical determinant for verifying DRL
policies. We provide an approach for distilling a DRL network into
multiple verifiable networks of small sizes. We show this succeeds
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Figure 1: A toy example illustrating policy network to Rule List conversion using MAGNets.

in many control applications where a limited number of derived
artifacts decide all control outputs.

Interpretability is one of the key requirements for safety cer-
tification. An interesting line of work uses neural policy search
to construct policies in interpretable forms like conventional pro-
grams [30] [22] [7] or decision trees [3] [10] [20]. Existing ap-
proaches towards generating program policies rely on designing
a program grammar, on which the quality of the generated pro-
gram depends. Constructing an optimal grammar requires in-depth
knowledge of the underlying systems. On the other hand, a small
feed-forward neural network with ReLU activation can be trans-
lated into a conventional program. In our framework, by factoring
large DRL networks into multiple small networks using knowledge
distillation [2] [12], we are able to provide interpretable codes for
each control output.

In this paper, we propose the Micro Architecture Group Neural
Networks (MAGNets) framework1. We break the neural structure
into smaller networks, representing derived artifacts responsible
for determining the control outputs. The smaller neural networks
and a set of rules (Rule List) that define each control output as a
function of the derived artifacts jointly represent the RL policy.
Due to the small size of neural networks, each component can be
verified using available verification tools, and the policy can be
converted into a conventional program. The main contributions of
the proposed MAGNets framework are as follows:
• We show that a set of small neural networks (MAGNets)
can learn an intermediate representation or encoding for the
input states.
• We show that a DRL policy can be converted into an inter-
pretable Rule List, namely a collection of linear equations
that consider MAGNets as variables and calculate the final
control outputs (action values). Each rule can be further
expanded along with the MAGNets into conventional pro-
grams.
• We show that the final policy consisting of MAGNets and
the Rule List can be verified using existing verification tools
like Sherlock [8].
• We provide results on several OpenAI Gym environments
and illustrate that the MAGNets policies are, on average, 9

1Codebase and appendix: https://github.com/sumantasunny/MAGNets.git

times smaller in terms of parameter count than the original
network.
• We provide results showing a MAGNets policy is much more
suitable for edge devices, considering its lower latency and
memory footprint than the original DRL policy.

It is important to note here that the primary focus of this work is
on obtaining compact DRL-based policies that are better suited for
resource-constrained edge devices. Due to platform constraints, the
large policy network is problematic for deployment as shown in
[29][23]. Edge-aware on-device machine learning also has benefits
like latency, privacy, connectivity, size, and power consumption [23].
For example, a large policy network for a very lightweight drone
is not suitable due to power and size constraints. Then, the policy
network should run in an edge server and rely on communication
links for every simple and frequent control decision. The above
issues motivate our work to obtain stipped-down NN-based policies
with similar performance. The compaction of the policy network
indirectly contributes to verifiability as we scale down to a size that
formal/semi-formal tools can handle.

2 THE MAGNETS FRAMEWORK
Interpretable models like linear regression models and decision
trees are easy to verify [4]; however, simple linear mapping be-
tween states and action might not always hold for a control policy.
Large neural networks have higher learning capacities, capturing
relationships beyond linear correlations. However, they are hard
to verify, even utilizing state-of-the-art verification methodologies.
Therefore, the framework aims to generate a set of distilled net-
works smaller in structure and parameters than the original DRL
policy network, which can be verified using existing verification
tools.

We proposeMicro Architecture Group Neural Networks Frame-
work or MAGNets Framework to address the learning capacity vs.
verification trade-off by replacing a large policy network with multi-
ple interpretable Rule List or linear equations. However, rather than
directly using the input states as parameters for the linear equa-
tions, we use an intermediate encoded representation or the latent
representation of the input states. The intermediate representation
is captured using multiple smaller neural networks.

We start with a handcrafted motivating example to elucidate our
methodology, as shown in Figure 1. The policy network converts
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Figure 2: Overall Process Flow of MAGNets Framework

the input value (1) into an encoded feature space (0, 2). This en-
coded representation can be captured with two simpler networks
containing only one neuron each, abstracting out the multiple neu-
rons and connections between layers 1 and 2. The final output can
then be obtained using a set of linear equations called a Rule List,
where the encoded input (0, 2) is multiplied by the weights of the
last layer [1,−1] of the original policy network. The MAGNets
framework aims to find such structurally simple networks that
mimic the original policy.

TheMAGNets Framework consists of four phases: namely, Policy
Training, Dataset Generation, MAGNets Training, and finally Rule
List Generation. Figure 2 depicts the process flow of our MAGNets
framework. We describe each phase in detail as follows:

2.1 Policy Training
We consider an RL policy training problem instance where the
policy is trained using PPO (Proximal Policy Optimization) [27].
To capture the intermediate encoded representation of the input,
one extra fully connected layer is added between the last hidden
layer and the output layer of the policy network, termed Layer-M,
as shown in Figure 3. Since the number of MAGNets depends on
the number of neurons in Layer-M, we aim to keep this layer’s
neurons as small as possible without degrading performance. In
our study, we manually tune the size (number of neurons) and
activation function of Layer-M. We assume an optimal policy 𝜋∗ is
obtained post-training. In buffer A, we store the states that the RL
agent visits during training.

Essentially, Layer-M is introduced to reduce the number of MAG-
Nets required for environments having large action spaces. For en-
vironments having small action spaces, Layer-M may be excluded
and the action logit values can be directly used to train the MAG-
Nets. We present the generic approach in the paper as sometimes
we have to consider a slightly larger Layer-M size than the action
space size to perform similarly to the original PPO network.

2.2 Dataset Generation
After the policy training phase, we sample multiple trajectories
based on the final trained policy 𝜋∗ with respect to a starting state
distribution 𝜇. We consider an environment state (®𝑥 ) and values of
Layer-M neurons as a single data item represented in terms of tuple

Figure 3: Modified Policy Network with Layer-M

⟨®𝑥,Ξ⟩, where, Ξ = ⟨Ξ1 . . .Ξ𝑚⟩ depicts the encoded representation
of the input state ®𝑥 . The 𝑖-th neuron output is denoted as follows.

Ξ𝑖 ← 𝜋∗ ( ®𝑥)
���𝑖
𝐿𝑎𝑦𝑒𝑟𝑀

These data items are collected for all states of the sampled trajecto-
ries and are stored in buffer 𝐵. In a similar way, we calculate the Ξ
values for all the states present in buffer𝐴, collected during training
using 𝜋∗. We merged these two buffers 𝐴 and 𝐵 to construct the
training dataset C.

2.3 MAGNets Construction and Training
We build and train𝑚 number of single regression neural networks
(MAGNets) where 𝑚 is the number of neurons in Layer-M. Our
primary aim is to construct decomposed networks with fewer pa-
rameters. Therefore, we consider a small network for each MAGNet
with substantially fewer hidden layers and neurons, experimentally
determined, compared to the original policy. The input size of each
MAGNet is equivalent to the cardinality of the environment state
while it has a single output unit. We consider ReLU as the activation
function for all the neurons as it can be represented with only two
linear segments aiding verification.

Given the overall training dataset C, the 𝑖-th MAGNet is trained
on data pairs of the form ⟨®𝑥,Ξ𝑖 ⟩, ∀𝑖 ∈ {1 . . .𝑚}. This is because the
𝑖𝑡ℎ MAGNet takes ®𝑥 as input and produces the value of 𝑖𝑡ℎ neuron
of the Layer-M (Ξ𝑖 ) as the target output. An illustrative depiction is
shown in Figure 4 (highlighted in yellow). Therefore, each MAGNet
(𝑀𝐺𝑁𝑖 ) is trained to estimate the respective index of the encoding
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of state, and combining all the MAGNets output will produce the
estimated encoded state given as follows.

Ξ̂←
[
𝑀𝐺𝑁𝑖 ( ®𝑥)

]
𝑖=1...𝑚

2.4 Rule List Generation
Given an input ®𝑥 , our network of MAGNets produces the estimated
encoded state Ξ̂ as output. We use the weights and biases between
Layer-M and output layers of 𝜋∗ to find a linear mapping from the
encoded state Ξ̂ to the set of rules 𝑅𝑢𝑙𝑒 𝐿𝑖𝑠𝑡 . The evaluation of a
rule 𝑟𝑖 ∈ 𝑅𝑢𝑙𝑒 𝐿𝑖𝑠𝑡 produces the logit value of an action 𝑎𝑖 ∈ A.
Here, A represents the RL agent’s action set. The final Rule List
can be mathematically represented as follows.

𝑅𝑢𝑙𝑒 𝐿𝑖𝑠𝑡 :
[
𝑟

]
𝑛×1
←𝑊𝑒𝑖𝑔ℎ𝑡𝑠

���𝐿𝑎𝑦𝑒𝑟𝑀 × Ξ̂+

𝐵𝑖𝑎𝑠𝑒𝑠

���
𝐿𝑎𝑦𝑒𝑟𝑀

Here𝑊𝑒𝑖𝑔ℎ𝑡𝑠

���
𝐿𝑎𝑦𝑒𝑟𝑀

and 𝐵𝑖𝑎𝑠𝑒𝑠
���
𝐿𝑎𝑦𝑒𝑟𝑀

represent the weights and

biases of Layer-M of the modified policy network. Figure 4 depicts
the overall construction process of the Rule List.

Figure 4: Rule List Construction

2.5 Verification Strategy
As discussed in Section 1, we consider that a policy can be verified
if we can correctly compute that the output range of 𝑁 ( ®𝑥) (from Eq.
1) is safe. In this work, we use Sherlock [8] for statically computing
the output range of individual MAGNets. The calculated values are
then used to predict the output ranges of the rules, using which we
can identify possible action values for chosen input ranges.

The output range estimated by Sherlock is guaranteed to be
tight for a set of input ranges forming a polyhedron ( [8], Theorem
1.1). Therefore, we consider standard region-based abstraction on
the inputs to improve the scalability of the verification process.
The state is defined over an n-dimensional hyperspace. We divide
the hyperspace by splitting each environment state variable into
multiple range segments based on a chosen granularity. The n-
dimensional ranges form hypercubes containing a subset of the
state space. Then, we use Sherlock to predict the output ranges of
the policy (see Figure 5a).

In the verification pass, the choice of input state space abstrac-
tion granularity controls the trade-off between the time required
for verification and the chance of obtaining deterministic actions
(for discrete action space) or more coarse-grained action ranges
(for continuous action space) with safety verification. For exam-
ple, consider an input space 𝑥 comprising two variables 𝑣1, 𝑣2 and

(a)

(b)

Figure 5: (a) MAGNets verification strategy using Sherlock.
(b) Verification result of MountainCar-v0 MAGNets policy
using Sherlock.

two actions [𝑎, 𝑏]. Assume 𝑁 (𝑥) = 𝑎 is a deterministic discrete
action when 𝑣1 ∈ [0, 2] ∧ 𝑣2 ∈ [0, 3] while 𝑁 (𝑥) = 𝑏 when
𝑣1 ∈ [3, 5] ∧ 𝑣2 ∈ [4, 8]. However, if we consider input ranges
at a coarser range, i.e., 𝑣1 ∈ [0, 5] ∧ 𝑣2 ∈ [0, 8], the action estimate
by range analysis would be nondeterministic, since 𝑁 (𝑥) = [𝑎, 𝑏].
For coarser input ranges, the number of hypercubes will be smaller,
requiring less time for verification, while the opposite can be said
for fine-grained input ranges that lead to more precise output esti-
mates.

For example, we consider the “MountainCar-v0” environment
taken fromOpenAI Gym Environments [6]. In Figure 5b, we plot the
action(s) predicted by Sherlock for each hypercube of input range
combinations for the “MountainCar-v0” environment’s MAGNets
policy. MountainCar-v0 has two observation variables, i.e., the
position of the car along the x-axis (POS-X) with a domain range
of (-1.2 to 0.6) and the velocity of the car (VEL) with a domain
range of (-0.07 to 0.07). We consider a granularity of 0.1 for the
axis POS-X and 0.01 for the axis VEL, which therefore divides
the state space into (18 × 14) or 252 two-dimensional hypercubes
(essentially rectangles in this case). The environment has three
discrete actions: ‘Left’ (←), ‘Right’ (→), and ‘No Action’ (−); others
are the combinations of such actions as shown in Figure 5b. We
can observe that with the above granularity of value ranges, a few
hypercubes have multiple actions. Those hypercubes can be split
into multiple smaller hypercubes until each hypercube has only
one predicted action. This aids in understanding whether the action
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Table 1: Neurons and parameter counts of various policies for different Gym environments.

Environments
Original Policy Pruned Policy MAGNet Policy

Neurons
Count

Param
Count

Neurons
Count

% of PPO
Param used

Neurons/
MAGNet

% of PPO
Param used

CartPole-v1 64 1282 64 90 4 3.43
Acrobot-v1 128 4803 128 90 16 3.23
BipedalWalker-v3 128 6020 128 70 16 20.47
LunarLander-v2 128 4996 128 55 8 6.08
LunarLanderCont-v2 256 17922 256 50 8 1.10
MountainCar-v0 128 4547 128 65 16 10.82
MountainCarCont-v0 256 17025 256 35 16 0.62
Ant-v2 128 6472 128 70 8 15.95
HalfCheetah-v2 128 5702 128 95 8 8.56
Hopper-v2 128 5123 128 75 16 15.23
Humanoid-v2 128 29393 128 75 8 43.90
InvertedDblPendlm-v2 128 4993 128 80 8 4.39
InvertedPendulum-v2 128 4545 128 35 4 0.84
Reacher-v2 128 5058 128 95 6 3.32
Swimmer-v2 128 4866 128 90 8 5.43
Walker2d-v2 128 5702 128 85 16 18.94

is safe for each hypercube. The detailed verification strategy and
results for multiple environments are given in Appendix B.1.

3 EMPIRICAL STUDIES
We conduct various experiments on different OpenAI Gym [6]
environments with both continuous and discrete action spaces to
provide empirical support to the following claims:

• Compaction:OurMAGNets framework can capture the learned
policies with much fewer parameters and neurons than the
original policy network.
• Interpretability: The compaction attained leads to a simple
program-based representation of the learned policies. The
encoded states, as derived, have simple linear relations with
output actions. The above transformations aid the inter-
pretability of the learned policy.
• Verification: EachMAGNet used by our MAGNets framework
is sufficiently small (≤ 16 neurons) so that it can be verified
using existing verification methodologies.

3.1 Baselines
We consider three baselines to compare with the MAGNets frame-
work:

• Original Policy Network: We consider the original policy net-
work as a baseline to derive a (size, performance) comparison
with our MAGNets framework.
• Static Pruned Policy Network: In this approach, the original
policy network is sparsified by replacing the weights that
have very small values with zeros such that the pruned net-
work gives approximately similar returns as the original
policy network [11]. We use it as a baseline to demonstrate
size comparison with our MAGNets framework for similar
performance.

• Dagger-based Cloned Policy Network: We use Dagger-based
policy cloning or imitation learning method [24] to clone the
original policy network into a single MAGNet-sized neural
network. Using a Dagger policy with an equivalent amount
of neurons as combined MAGNets results in a network with
a large number of parameters. Our motivation is to retain
verifiability, assuming the system becomes unwieldy for ver-
ification beyond MAGNet-sized networks. We consider this
baseline to demonstrate the performance improvements in
terms of the reward of using a group of small neural net-
works over a single small neural network.

3.2 Evaluation Metrics
We consider the following metrics to compare our MAGNets Frame-
work with the baselines.

• Average Episodic Rewards: The performance of the RL algo-
rithms is generally represented using the cumulative reward
the RL Agents accumulate in an episode. Therefore, we con-
sider the average episodic reward over 100 test episodes a
metric.
• Neurons Count: This metric is calculated by the total number
of neurons in hidden layers of each neural network. For
our MAGNets framework, we can calculate this value by
multiplying the total number of MAGNets by the number of
nodes present in each MAGNet.
• Parameters Count: This metric counts the number of weights
and biases present in each neural network. We sum up the
number of parameters of the MAGNets corresponding to
non-zero Layer-M nodes to calculate the total number of
parameters.

Among these threemetrics, the first twometrics are used to evaluate
the performance of the underlying RL policy. At the same time,
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Table 2: Avg. Episodic Reward ± Std. Deviation of the baselines and MAGNets policy over 100 episodes and four seeds for Gym
environments, and the environments’ input and output size.

Environments
State
Space
Size

Action
Space
Size

Layer-M
Size

MAGNets
Count

Average Rewards
Original
Policy

Pruned
Policy

Dagger
Policy

MAGNets
Policy

CartPole-v1 4 2 2 2 500 ± 0 500 ± 0 97 ± 18 500 ± 0
Acrobot-v1 6 3 1 1 −61.6 ± 0.2 −62.2 ± 0.6 −70 ± 3 −76.8 ± 0.9
BipedalWalker-v3 24 4 4 4 294 ± 10 256 ± 14 −14 ± 74 281 ± 8
LunarLander-v2 8 4 4 4 280 ± 1 246 ± 8 247 ± 7 260 ± 8
LunarLanderCont-v2 8 2 3 3 251 ± 2 244 ± 6 −43 ± 24 231 ± 3
MountainCar-v0 2 3 5 4 −100 ± 0.7 −101 ± 0.4 −200 ± 0 −99 ± 0.6
MountainCarCont-v0 2 1 1 1 93.3 ± 0 94.1 ± 0.1 0 ± 0 89.2 ± 0.4
Ant-v2 27 8 7 6 4533 ± 29 4344 ± 53 882 ± 7 4287 ± 20
HalfCheetah-v2 17 6 4 4 4807 ± 21 4813 ± 25 −92 ± 0 4570 ± 58
Hopper-v2 11 3 4 4 1285 ± 7 1297 ± 37 837 ± 3 1303 ± 29
Humanoid-v2 376 17 9 8 803 ± 19 741 ± 11 290 ± 1 862 ± 14
InvertedDblPendlm-v2 11 1 4 3 9336 ± 46 9358 ± 0 840 ± 46 9356 ± 1
InvertedPendulum-v2 4 1 4 2 1000 ± 0 1000 ± 0 1000 ± 0 1000 ± 0
Reacher-v2 11 2 4 3 −5.5 ± 0.3 −5.7 ± 0.3 −7 ± 0.2 −5.1 ± 0.2
Swimmer-v2 8 2 4 4 132 ± 0 129 ± 0 68 ± 0 122 ± 0
Walker2d-v2 17 6 4 4 2091 ± 25 2162 ± 118 477 ± 0 1898 ± 98

the number of neurons is used to determine the verifiability of the
neural network. Finally, the parameter count is used to define the
compactness of the learned policy.

3.3 Experiments on Gym Environments
Table 1 shows the size of the Neural Networks in terms of the num-
ber of neurons and the number of parameters of our MAGNets
framework against the baselines for various environments taken
from MuJoCo, Classic Control, and Box2D groups of environments
from OpenAI Gym [6]. We observe that the number of neurons for
each MAGNet is very small compared to the original policy net-
work and the pruned policy network for all the environments. For
environments like “CartPole-v1” and “InvertedPendulum-v2”, the
number of neurons is only 6.25%, and for “LunarLanderContinuous-
v2” it is only 3.13% of the original policy network. On average, the
neuron count of each MAGNet varies between four to sixteen (for
comparable performance) or “7.7%” of original policy networks.
Similar trends can be seen in the case of parameter count. Each
MAGNet has a substantially lesser number of parameters than the
original policy network, with around “2.66%”, and “Humanoid-v2,”
which has the highest “11%” (due to its large input space size). How-
ever, when all the MAGNets of the Rule List are considered, then it
averages around “11.16%” with “Humanoid-v2” having the highest
percentage of parameters “43.9%” (due to its large input space size)
and “MountainCarContinuous-v0” having the lowest percentage
of parameters “0.62%” compared to the respective original policy
network.

In Table 2, we give each environment’s state space and action
space size along with Layer-M size and MAGNets counts. During
MAGNets training, we do not train any MAGNet for the zero neu-
rons in Layer-M. Therefore, with the column heading ‘MAGNets

count,’ we mean the number of zero neurons in Layer-M. Table 2
shows the performance in terms of Average Episodic Reward (over
100 episodes) ± Standard Deviation over four different seeds for the
same Gym environments of Table 1. OurMAGNets framework gives
similar rewards as the original PPO policies (with ±5%) for most of
the environments. For a few environments, it goes up to ±(7 𝑡𝑜 9)%
except for the “Acrobot-v1” environment. In the “Acrobot-v1” envi-
ronment, the MAGNets framework gives “25%” less reward than the
original PPO and pruned policies. Our MAGNets Policy also works
better regarding rewards than the Dagger-based cloned policy for
most of the Gym environments except the “Acrobot-v1” environ-
ment, where the Dagger-based clone policy achieves better rewards,
but the difference is not too big. For the “InvertedPendulum-v2”
environment, both collect the same rewards. However, the MAG-
Nets policy achieves much better rewards for the rest of the envi-
ronments than the Dagger-based cloned policy. The results from
Table 1 and Table 2 give the empirical evidence of our first claim,
“Compaction.” Another important observation from Table 2 is the
number of MAGNets required (MAGNets Count column) for MAG-
Nets policy is about the same as the Action Space Size for all the
environments except for the “Humanoid-v2” environment. For this
environment, the action space size is large (seventeen), but the
number of required MAGNets counts (eight and four, respectively)
is much smaller.

Sometimes, we consider a slightly larger Layer-M size than the ac-
tion space size to perform similarly to the original PPO network. In
the case of InvertedPendulum-v2, a MAGNet-sized network trained
using DAGGER achieves similar performance as theMAGNet frame-
work with two MAGNets. However, in some of those cases, the
MAGNets policy performs better than the similar sized logits-based
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Table 3: PyTorch Profiling. Times in 𝜇s and memories in Kb.

Env Name PPO Time
(CPU+GPU)

MAGNets Time
(CPU+GPU)

PPO
Memory

MAGNets
Memory

MountainCar
Continuous-v0 (906+1191) (120+118) 2017.28 109.38
LunarLander
Continuous-v2 (993+1325) (189+316) 2037.76 230.47

Table 4: Varying Layer-M Size while MAGNets Size is Fixed

Env Name Layer-M
Size

Magnet
Size

Reward
PPO

Reward
MAGNets

Ant-v2
4 4x4 4482.52 2286.3
10 4x4 4482.52 3966.27
14 4x4 4482.52 4636.13

Hopper-v2
2 8x8 1286 199.46
3 8x8 1286 274
4 8x8 12864 1273.8

HalfCheetah-v2
1 4x4 4876.75 825.03
2 4x4 4876.75 4419.72
4 4x4 4876.75 4614.9

policy. For example, in the case of InvertedDblPendlm-v2, the MAG-
Net policy (with three MAGNet) achieves far better performance
than a MAGNet-sized network trained using DAGGER. This justi-
fies using “Layer-M” instead of the output values in our framework.

In Table 3, we shown statistics from the PyTorch profiler for both
PPO and MAGNets executed in our server. From the results, it is
clear that the MAGNets-based policies have a far better advantage
in execution time and a much lesser memory footprint (10-20 times
faster).

3.4 Varying Layer-M Size, Fixed MAGNets Size
We have conducted a few experiments to test the sensitivity of our
framework for the Layer-M Size hyperparameter. In Table 4 we
provide performance comparison between PPO Policy and MAG-
Nets Policy while varying the size of Layer-M, keeping the size
of individual MAGNets fixed. The fixed MAGNet size is provided
in column 3 of Table 4. As the Layer-M size grows, the MAGNets
policy learns more and more rewards for “Ant-v2” and “Hopper-v2”,
but the gains get plateaued for “HalfCheetah-v2”.

3.5 Varying MAGNets Size, Fixed Layer-M Size
We have also conducted a few experiments to test the sensitivity
of our framework for the MAGNets size hyperparameter. In Table
5 we vary the size of MAGNets while keeping the Layer-M size
fixed and provide performance comparison between PPO Policy
and MAGNets Policy. It is evident (from the rewards in bold-face)
that with suitable choice of MAGNets size performance similar to
PPO policy can be obtained.

In general, Table 4 and Table 5 also demonstrates the trade-off
between the choice of network dimensions and rewards obtained.
PPO-like rewards are attained with larger Layer-M or larger MAG-
Nets size, even though the networks are still much smaller in com-
parison with PPO. Choosing the suitable Layer-M and MAGNets

Table 5: Effect of varying MAGNets Size while Layer-M Fixed

Env Name Layer-M
Size

Magnet
Size

Reward
PPO

Reward
MAGNets

Acrobot-v1
1 6x6 -61.74 -78.86
1 8x8 -61.74 -76.82
1 10x10 -61.74 -70.34

BipedalWalker-v3
4 4x4 298.85 222.04
4 6x6 298.85 276.23
4 8x8 298.85 280

LunarLander-v2
4 2x2 276.14 170.59
4 3x3 276.14 180.84
4 4x4 276.14 260

sizes requires tuning to achieve satisfactory rewards on a target
platform. This is enabled by the proposed method.

3.6 Edge Devices Compatibility
Given the portability advantage of MAGNet policies, we gather
execution statistics for the same using Edge platforms like Ar-
duino Uno R3 and Nvidia Jetson Nano. For such cases, Table 6
shows the average time and memory taken by the Original PPO
Policy and MAGNets Policy for each iteration during testing in
“LunarLanderContinuous-v2” and “MountainCarContinuous-v0”
environments. Due to memory constraints, PPO policies for both
environments failed to run in Arduino Uno. This shows that the
MAGNets-based policies are advantageous in terms of both execu-
tion time (100 times faster) andmemory footprint. Hence, our policy
networks are suitable for low-power lightweight platforms that are
useful in various Cyber Physical Systems (CPS) applications.

3.7 Rule List Representation
As discussed in section 2.4, the policy outputs can be represented us-
ing a simple set of rules. For example, the rules of the “MountainCar-
v0” environment are shown below.

𝑟1 =0 + (−1.261 ×𝑀2) + (−1.258 ×𝑀3)+
(1.243 ×𝑀4) + (−1.206 ×𝑀5) + 0.524

𝑟2 =0 + (−0.650 ×𝑀2) + (−0.575 ×𝑀3)+
(−0.525 ×𝑀4) + (0.283 ×𝑀5) + 0.060

𝑟3 =0 + (1.290 ×𝑀2) + (1.010 ×𝑀3)+
(−0.925 ×𝑀4) + (0.923 ×𝑀5) − 0.654

Each 𝑀𝑖 is a relatively simple NN-based mapping from the envi-
ronment state ®𝑥 to encoded state Ξ𝑖 . In this example,𝑀1 happens
to be a zero neuron; hence, the respective term is omitted. Each
rule (𝑟1, 𝑟2, 𝑟3) returns the logit values of the corresponding action
(𝑎0, 𝑎1, 𝑎2). Since “MountainCar-v0” is a discrete-action environ-
ment, we consider the 𝑎𝑟𝑔𝑚𝑎𝑥 (𝑟1, 𝑟2, 𝑟3) value as the action of the
MAGNets policy. In general, one can thus argue that the Rule List
representation can be easily expanded into a conventional program
block, as Appendix A.1 shows. This feature makes MAGNets poli-
cies interpretable, similar to program representations synthesized
for NNs in [22, 30].
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Table 6: Average Time and Memory taken by Original PPO Policy and MAGNets Policy for each iteration during testing in
LunarLanderContinuous and MountainCarContinuous environments.

Environment Policy Edge Device Arduino Uno R3 Jetson Nano

Iterations Average
Time (ms)

Memory
(bytes)

Average
Time(ms)

LunarLander
Continuous

PPO
Policy

100 NA NA 337
1000 NA NA 335
10000 NA NA 351

MAGNets
Policy

100 3.07 751 4
1000 3.06 751 5
10000 3.06 751 4

MountainCar
Continuous

PPO
Policy

100 NA NA 333
1000 NA NA 332
10000 NA NA 330

MAGNets
Policy

100 0.96 1327 2
1000 0.94 1327 2
10000 0.95 1327 2

4 RELATEDWORKS
DNN Pruning and Knowledge Distillation: Pruning [9] and
knowledge distillation methods [2], [12] are used to compress a
trained DNN. In contrast to our approach, this method only focuses
on reducing the parameters but does not consider reducing the
neurons. The knowledge distillation-based method in [2] trains
a shallow neural network that mimics the original deep neural
network behaviors. However, the number of neurons ranges from
8k to 400k. The authors in [12] propose to train multiple neural
networks or an ensemble of models and then distill the knowledge
of the ensemble of models into a single compact model. This helps
to achieve ensemble-like accuracy but with a compact single model.
Compared to our method, we distilled the knowledge of a bigger
neural network into multiple compact neural networks and then
considered all the neural networks together to estimate the output.
Imitation Learning: Behavior Cloning/Imitation Learning [26]
based methods are used in RL to reduce the sample complexity
via expert advice to achieve the intended behavior. The dataset
aggregation or Dagger [24] algorithm proposed an iterative ap-
proach that samples new trajectories based on a weighted average
of expert policy and target policy. However, it uses expert policy
to determine the actions of the states present in the trajectories.
These new trajectories and actions aggregated with the previous
trajectories are used to update the target policy. Compared to this,
in our framework, rather than directly mimicking the expert policy
using a single neural network, we consider learning the interme-
diate representation of an input state by the expert policy using
multiple compact neural networks.
DNN Verification: Currently, several tools customized for DNN
verification are available. One such pioneer tool is Reluplex [15], an
SMT solver customized for verifying DNNs with only ReLU activa-
tion function for all neurons. The authors in [1] use Marabou [16],
another SMT-based DNN verifier in their whiRL 2.0 algorithm for
DNN verification. On the other hand, [8] uses Mixed Integer Linear
Programming (MILP) to calculate the output range of a DNN for
a given input range. The authors in [14] [13] propose the Verisig

tool that uses a hybrid system for safety properties for closed-loop
systems that use DNN as a controller.

All the above tools suffer from scalability with the growing size
(in terms of neurons) of the neural networks. However, MAGNets
use small neural networks with ReLU as activation functions; there-
fore, these tools can be effectively used for verification. Also, as a
MAGNets policy can be converted into a conventional program,
program verification tools [17] can be used for verification.

5 CONCLUSION
We evaluate our framework on different Gym environments and
present a comparative study with the original policy network, ran-
domly pruned policy network, and Dagger-based cloned policy. We
show that the MAGNets framework achieves similar performance
with fewer parameters. In summary, our framework provides the
following advantages.

• Convert policies suitable for edge devices: A large DRL policy
has many interconnected dependencies that impede data
parallel high-performance computation. On the other hand,
as each MAGNet is lightweight and independent, they can be
executed in parallel on embedded GPGPU platforms while
avoiding synchronization barrier overheads, thus providing
energy, latency, and memory resource benefits.
• Build verifiable and interpretable safety-critical policies: Em-
pirically, we establish MAGNets as a collection of Light-
weight NNs that approximate the original policy network, a
property that makes them verifiable and interpretable. More-
over, this structural decomposition can aid in determining
the regions where the learned policy fails to ensure safety.

This work opens two important future avenues. The MAGNet size
and state space granularity for verification can be treated as hyper-
parameters and tuned using optimization frameworks. The struc-
ture of MAGNets can be iteratively refined based on the verification
results.
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