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ABSTRACT
Human-agent teamwork is a promising research stream with great
potential to impact society. Research on collaborative AI and human-
agent interaction has tackled the problem from several perspectives,
but we argue that a focus on teams as a unit and a model for human-
agent team dynamics is missing. Such a focus is particularly relevant
if we aim at involving agents as active teammembers and at building
sustainable teams over time. A team perspective on human-agent
collaboration requires new models that pose challenges for AI and
humans alike. AI needs new models to build an understanding of
team level variables, such as team structure and cohesion, to be able
to monitor the team and act on the team beyond performing the
task. Humans, in turn, need to be able to incorporate agents as team
members in their mental models of teamwork and integrate them
into team processes. Such human-agent team dynamics models
should be built taking into account four different levels: individual,
interpersonal, team, and organisational. We believe that to fulfill
this vision we need to bring together the different fields of AI and
social sciences.
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1 INTRODUCTION
With the increasing inclusion of AI in the tools and processes used
in workplaces, the collaboration between people and AI systems
is both inevitable and desirable [11]. In particular, AI is gaining
agency in the interaction with people which raises the need for
new approaches to human-AI interaction and opportunities for
collaboration. As this collaboration increases in complexity, number
of participants, and time scale, the stress on the agents’ capabilities
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increases. In this paper, we focus on collaborative tasks that involve
teams (i.e. more than 2 members). We want to stress that moving
towards teamwork with several members shifts the interaction
dynamics from interpersonal to team-level dynamics and that both
AI agents and humans need models to cope with human-agent team
dynamics.

We aim to create autonomous agents who are embedded in the
organisational structure. In this respect, teams are the cornerstone
of organisational work [9]. Even though attention regarding the
integration of automation in teams is surging [20], we still lack a
clear understanding of how to develop effective, sustainable, and
viable human-agent teams. We argue that we need a shift in our
thinking about the use of agents in teams, not only by seeing agents
as actual team members rather than just as tools [14].

New insights into agents and humans are needed. These can
be built on top of AI teams and human-human teams research.
However, this research is mostly developed in separate silos. We
need a broad, integrative understanding of the characteristics of
both fields. In particular, we need to shift our outlook on teamwork
beyond human-agent interactions and consider the uniquely team-
related aspects that are critical for understanding how to build
successful human-agent teams.

2 TEAMING UP HUMANS WITH AGENTS
Work in the AI community has shown that agents are able to team
up with other agents [6] [25], but the methods used do not work
well when teaming such agents with people. For example, Carroll
et al. [1] show that agents that learn how to play a collaborative
game through self-play with each other do not perform well when
playing together with a human. In the development of agents, the
focus has been on developing task work skills rather than on skills
that are needed for teamwork [14][20]. This focus makes it unlikely
to create successful human-agent teams that persist over time.

Agents for human-agent teams need to take a human-centred
approach, incorporating human factors in the supported interaction
dynamics. Research on human-agent interaction has acknowledged
this need. Agents built to interact with people have included com-
putational models of emotional behaviour and social skills [19] that
enable them to engage in social interaction and establish rapport,
for example. However, to establish collaboration, the agents need
to go beyond being able to engage in social interactions, as collabo-
ration, although grounded on social interactions, requires a deeper
engagement involving, for example, establishing common ground
and shared mental models [21].
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Moreover, most studies on human-agent collaboration have stud-
ied the interaction processes at the interpersonal level, even if the
agents and humans are grouped in teams. For example, a recurrent
concern in human-agent interactions is the study of trust [16][8],
which is crucial for collaboration and teamwork. However, typically
the research conducted models or evaluates if humans trust the
agent(s) partner(s) but not if they trust the partnership. One can
argue that in dyadic interactions trust in the partner is very much
aligned with trust in the partnership, but they are different con-
structs. In the case of teams, this difference becomes quite relevant.
Evidence shows that the collective intelligence of teams is more
dependent on a team’s emergent social processes than on the intel-
ligence of the individuals that constitute the team [26]. Such social
processes include interpersonal dynamics, but more prominently in-
clude team-level processes and organisational-level factors. Hence
trusting a team is more than trusting its members individually. The
development of trust in a team depends on team-level variables
and dynamics, such as diversity of the members, task allocation,
collective decision-making strategies, cohesion, team identity, and
leadership. In other words, trust in a team should depend more
on the team processes and attitudes of the members toward the
team (i.e., a team-level approach) than on the characteristics of the
individuals and their attitudes towards the other members (i.e., an
interpersonal or dyadic approach).

Some studies of human-agent teams have reported the effects
of team-level variables on the perception of humans and the per-
formance of the team. For example, human attitudes in teams vary
according to the size of the team and human/agent composition of
the team [2], task allocation can influence human-agent interac-
tions in teams [22], and agents displaying emotions at the team level
positively affect team identification and trust [3]. In turn, agents
can also affect team processes. For example, a robot moderator
can influence team cohesion [24], support the resolution of con-
flicts [12], and a social robot leading a team can affect the team’s
performance by using different leadership styles [17].

However, in general, team variables and processes are measured
in human-agent team studies but they are not modelled in the
agents. We argue that agents need models of teamwork to be able
to understand it and to be able to act on it. Agents need skills in
how to perform on a team, independently of the tasks at hand.
This is crucial if we aim at engaging the agents with teams that
are persistent over time and that can perform different tasks, and
is even more important for agents that deal with multiple team
compositions and multiple teams, which is a common practice in
organisations.

In turn, humans tend to have high task-work expectations of
agents, expecting them to be perfect in their task role within the
team, and tend not to expect teamwork behaviors from such agents
[15]. Humans do not expect agents to focus on team processes [18].
In other words, the teamwork skills of agents that may be needed
to make human-agent teams work better, paradoxically appear not
to be expected or appreciated by humans.

The current mental model of humans is not yet aligned with a
reality that incorporates teamwork with agents in organisational
settings. The mental model of humans regarding agents is still
more aligned with automation than with agency. The balance of
responsibility and trust in the interaction with agents is currently a

big challenge. The exaggerated expectations and unclear models of
the capabilities of the agents may lead to overtrust, which hinders
the success of the collaboration and may lead to the dismissal of
responsibility by the human. Conversely, mistrust may lead to
underperformance of the team as humans do not fully rely on the
agents’ capabilities.

The current state of affairs is not conducive to the successful in-
corporation of agents in organisational teams. Not only do we need
more research, but we need to develop a new model of shared team
cognition in which the models humans and agents have of human-
agent teamwork are aligned to guide that research. Although this
new model will be informed by models based on AI-AI teamwork
and human-human teamwork, it will be different given the new
nature of the members. For example, although human-like qualities
of agents are important for effective interaction with agents, agents
should not be regarded as humans. Agents need to be accepted
as a new type of partner with specific qualities that may have su-
perhuman performance in certain tasks and may have distributed
embodiment that interacts with and perceives many different as-
pects of the environment at the same time. Furthermore, we should
not disregard the ability of humans to adapt to the agents as well,
as long as they are able to grasp an understanding of the agents
and the teamwork dynamics.

Furthermore, we need a systemic view of human-agent team-
work to support designers andmanagers of teams. It is important for
people in charge of setting up and managing human-agent teams to
have control over important variables that shape and regulate the
team interaction dynamics and drive its performance and mainte-
nance processes. Human-agent teams need to fit the organisational
needs and accommodate the individual characteristics and needs
of their members (both human and agent).

3 A FRAMEWORK FOR UNDERSTANDING
HUMAN-AGENT TEAM DYNAMICS

Given the multilevel structure in which organisational teams are
embedded, we argue that to understand and develop human-agent
teams, both humans and agents should be aware of the elements that
affect the interaction. From the extensive research on human teams,
we know that teams are complex and dynamic, and change and
adapt over time [10]. Teams are composed of individual members,
who bring their skills and needs to the team. Individual members
have dyadic interpersonal interactions with other members which
shape their relationships and their standing. When bringing indi-
vidual members together, a certain team composition is created,
which is characterized by processes and dynamics, which result in
certain outcomes. Of course, on a higher level, teams are a part of
departments and organisations, which set the context of teams by
shaping the culture and structure of the organisation [7].

We propose a framework based on the input-process-output
(IPO) model of team dynamics [10] to structure and guide the
research on human-agent teams (see Figure 1) that incorporates
the most common research questions on human-human teams.
The framework identifies input factors that influence and restrict
the team’s dynamics. Such dynamics are defined by a set of pro-
cesses that determine the team members’ behaviour and support
the team’s performance and development, which are expressed by a
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Figure 1: An Input-Process-Output framework for Human-Agent Teams research.

set of output variables that determine the team’s outcomes and their
effects. Note that, given the cyclical nature of team interactions
[10] a feedback loop from outputs to input is expected.

It is important to consider the input and output variables in the
multilevel structure of teamwork. First of all, we should study the
influence of the individual characteristics, capabilities, and needs.
This is particularly relevant, as agents and humans are quite differ-
ent at this level. In turn, the processes of teamwork have an impact
and shape the individuals as well. Performing in the team grants
the opportunity for individuals to develop their knowledge and
skills, and will affect their job satisfaction and well-being.

Teamwork is a social activity built on interpersonal interactions
between teammembers. A priori social relations and social categori-
sation shape how team dynamics may develop. For example, it is
easier to work together when relations of trust are established and
tensions due to social comparison are low, i.e. individual differences
are not a cause of problems. Distrust of AI technology and lack of
acceptance of the different social nature of agents are challenges to
address. Teamwork is, in fact, a way to develop the interpersonal
level, as familiarity grows and relations can strengthen (or deteri-
orate) during team processes. Impact on relationship quality and
social status is expected for both humans and agents.

At the team level, the input factors that are relevant are the
composition of the team (number of members, type of members),
the degree of interdependence of the members in reaching their
goals or tasks, and the structure of the task and how it affects the
team in terms of roles and hierarchies. These input factors shape
the processes and outcomes of teams, by feeding into affective,
behavioural, and cognitive concepts such as information exchange,
motivation, process losses, emotions, psychological safety, and con-
flict behaviours. These team dynamics in turn feed into team out-
comes such as performance, creativity, and viability. Of course,

these relationships are not unidirectional and there are feedback
loops between the different phases (e.g., when certain team mem-
bers are not satisfied they might leave the team, which changes the
composition of the team).

Finally, relevant input variables at the organisational level are
the structure of the organisation that determines, for example, the
access to resources and legitimate roles of social power (e.g., lead-
ership), the culture of the organisation that establishes the social
values that teams should follow, and incentives that define the ex-
pected rewards and penalties applied to the teams’ performance.
Output relevant variables are the profitability of the organisation,
determined by the performance of its teams, the levels of innova-
tion, and turnover, which are important to maintain the levels of
the organisation’s competitiveness and social impact.

At the core, team dynamics are driven by social processes that
can be related to the execution of the task or deal with more re-
lational aspects of the team’s interactions. Notable task-related
processes are information elaboration, task allocation, collabora-
tive decision-making, coordination, and the development of shared
mental models. In turn, common relational team dynamics pro-
cesses deal with conflict resolution, leadership and social influence,
psychological safety and participants’ commitment, team climate
and affect, subgroup formation, cohesion and team identification,
and the development of shared experience.

4 DISCUSSION
The problem of creating human-agent teams needs to be addressed
from the perspective of the AI and the perspective of the humans.
The proposed framework provides insights into which aspects of
teamwork are important to incorporate into these perspectives.
It can be seen as a tool for mapping the landscape of research
on human-agent teams, helping to position current research and
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identifying uncovered ground for future research. The framework
identifies items that need to be considered while designing human-
agent team scenarios, items that agents and humans need to address,
and items that should be controlled and measured in studies.

We aim to raise attention to the importance of modelling the
processes that compose team dynamics, in particular, the ones that
are not directly concerned with task performance. We also highlight
the importance of addressing teamwork factors at different levels
(i.e. individual, interpersonal, team, and organisational).

We argue that to make a real impact, achieving sustainable
human-agent teams that perform over time and in different con-
texts should be a core goal. To ensure this sustainability the four
levels must be considered when developing agents for human-agent
teams. Each level raises different challenges.

For example, agents need to be able to calibrate their behaviour
to sustain human needs [5] and support wellbeing, since efforts to
increase the level of autonomy in agents may backfire as it might
harm humans’ autonomy needs, while efforts to increase the level
of task performance in the agents may backfire as this might harm
humans’ competence needs [13].

Additionally, agents need to be able to cope with the relational
dimension of the interactions. For example, agents need to support
the building of trust and support the humans’ social relatedness
needs taking into account the diversity of the members of the team
and the subjectivity of the human participants. The introduction
of the agents cannot harm the quality of the relationships that
humans build and their social status on the team. The social status
that agents take, depending on the role that they perform, must be
accepted by the team members.

At the team level, the composition, including role assignment,
and the task definition are crucial and should be defined taking
interdependence into account, for example, when the team is less
goal interdependent, cohesion is less likely to develop[4]. Agents,
and team managers, need to observe and attend to issues in team
dynamics that may harm team viability and performance, such as
role uncertainty and feelings of being dispensable [23].

Furthermore, for the team to be sustainable at the organisational
level, it needs to adhere to the organisation structure and culture.
Proper incentives need to be studied and defined including those
involving the agents, in the case that the agents are shared resources
among different teams in the organisation, for example.

Finally, we believe that from a management point of view, setting
up, deploying, monitoring, and managing human-agent teams is
uncharted territory that needs further research to ensure that the
organsational needs are met. Otherwise, human-agent teams are
unlikely to succeed in the real world. This last point includes taking
into consideration legal and ethical aspects as well.

The proposed framework can guide research toward achieving
sustainable human-agent teams. From a methodological point of
view, we propose research in the following items to achieve such a
goal:

• As a first step, we need to gather knowledge and data from
different research communities that are studying human-
agent teams. In particular, we need to bring computer science
and social sciences together, breaking the silos, to build a
shared understanding of knowledge, data, and challenges

in the research field. This may require establishing human-
agent teams as a research field of its own.

• Building multi-agent simulations, based on the common
knowledge and data, of teams with machine-like and human-
like agents to experiment with different factors that impact
team dynamics and the sustainability of teams.

• Performing experimental studies with humans and agents
in team settings to understand the conditions and situations
where good teamwork emerges. These studies need to ad-
dress teams with several members (more than 2) and use
agents with high levels of agency, which is currently not
common practice.

• Identifying gaps in research models and data and conducting
efforts to collect and curate datasets and build knowledge to
close such gaps. This item is both a result and a requirement
for the previous three items. Related to this is the definition
of benchmarks that define human-agent team scenarios to
support the research. The scenarios should include variables
identified in the framework presented in this paper.

• Deploy human-agent teams in “natural” scenarios in organ-
isational settings to increase the ecological validity of the
results. This can make use of virtual scenarios (e.g. games)
but should address the needs of real organisations and use
people from such organisations as participants.

5 CONCLUSIONS
We argue that to create successful and sustainable human-agent
teams, research should zoom in on team dynamics. These task and
relational processes guide and emerge from the behaviour of team
members, and are shaped by input factors on different levels. How
to make these processes effective in human-agent teams is still an
open question. We argue that we need to integrate insights from
the perspective of AI and human studies to successfully answer this
question. We need to study how agents are developed considering
the different team processes and how humans integrate the agents
in such processes. These can be built from the insights of novel
human-agent team experiments, the systematic collection of data of
human-agent teams’ interactions, and by running social simulations
with teams and their dynamics at the core.

It is crucial to model the team explicitly as a unit in the models
of the agents to make it a central concept. And to study how a
model of human-agent teams can be developed and installed in the
mental models of humans and integrated into organisational pro-
cesses. This research should address the different levels of analysis
that influence team dynamics: individual, interpersonal, team, and
organisational.

When developing agents for teams, we should aim at building
foundational AI models of teamwork-specific skills that are inde-
pendent of the task at hand and are able to work with diverse teams
and contexts.
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