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ABSTRACT
Abstraction emerges as a valuable method across diverse domains
of Artificial Intelligence (AI), particularly in the field of knowl-
edge representation and reasoning. Intuitively, abstraction maps a
complicated structure to a simpler version of it. That reduces the
computational complexity of the task being considered, as it pro-
vides us with the ability to focus on the parts of the problem that are
relevant to the solution. In our view, such a tool can also have poten-
tial in the field of non-monotonic reasoning. Non-monotonicity is a
crucial notion as it is very common when reasoning over defeasible
knowledge. Adding new entries to our current knowledge, often-
times results in restricting the conclusions that we can draw. For
this form of reasoning we use certain formalisms, such as compu-
tational argumentation and Logic Programming (LP), that help us
capture non-monotonicity. However, interpreting these formalisms
faces hardships due to the large structures that might occur when
representing the problem in question. Hence, coming up with ways
to manage these structures easier is necessary. Recently, abstraction
was shown to be a promising tool when dealing with Argumen-
tation Frameworks (AFs) as well as with LP. AFs are frameworks
with graph-like structure, whose nodes represent arguments with
no internal structure, while edges stand for conflicts among the
arguments. In our research we focus on continuing in this direction
by employing structured frameworks such as Assumption-Based
Argumentation Frameworks (ABAFs). Subsequently, we will extend
our research to similar formalisms such as LP.
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1 INTRODUCTION
Abstraction serves as a useful method in various fields of Artificial
Intelligence (AI) [11]. Particularly in the context of model checking
[10], abstraction was successfully employed to tackle the state
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explosion problem. Model checking is the field of research that
aims to verify whether a given system specification complies with
certain properties. In this field one often encounters challenges due
to the large size of the state space of these systems. Abstraction is
a valuable tool as it simplifies these cumbersome representations
while preserving the validity of the properties we aim to verify.

In its essence, abstraction simplifies the representation of such
large structures by filtering parts of the structure that may not be
relevant to the property we want to verify, or by replacing parts
that could be represented in a more simple way. Abstraction can
be viewed as a change of the representation of a given problem,
in order to attain a "simpler" representation that bears all the vital
information of the initial [20]. By applying an "appropriate" ab-
straction, we can avoid unnecessary information and thus make
the whole interpretation process faster and clearer. Finding such an
"appropriate" abstraction is in general a task related to the problem
itself and the properties we want to preserve.

The concept of abstraction is visually presented in Figure 1.
The process involves applying abstraction to the initial (or con-
crete) structure with the objective of obtaining a simpler and more
manageable abstract structure. Then we reason over the simplified
structure to address our simplified problem. The final step involves
adapting the abstract solution back to the concrete scenario, which
is a process called refinement.

Abstracting, albeit very useful, comes at a price: reasoning over
an abstracted structure might yield false results due to ignoring
possibly essential information that was abstracted away. In other
words, a property might hold in the abstracted structure, but might
fail to hold in the original one, or vice versa. Such spuriousness is
unavoidable inmost cases, as we can not avoid losing information in
our attempt to simplify. However, we can separate our approaches
into two directions: over-approximating and under-approximating.
In the former we only consider abstractions that preserve the mod-
els of the original system, at the risk of generating a surplus of
abstract models that do not correspond to any of the original ones.
On the contrary, under-approximating aims to ensure that an ab-
stract model corresponds to an original one, without guaranteeing
that all original models are preserved.

2 STRUCTURED ARGUMENTATION
Formal argumentation [2, 3, 6] is a way to draw conclusions from
incomplete knowledge. If one would take a closer look to some
everyday discussions, they might realise that usually we tend not
to strictly prove, but rather to provide persuasive arguments for
our points. It is common that people use this sort of reasoning on a
daily basis. In artificial intelligence, the most prominent approach
to formalize argumentation was introduced by Dung [13]. This
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formalization is based on abstract arguments and an attack relation
that arises in between arguments.

Formally, an abstract argumentation framework (AF) [13] is a
pair 𝐹 = (𝐴, 𝑅), where 𝐴 is a set of arguments, and 𝑅 ⊆ 𝐴 × 𝐴

describes an attacking relation among these arguments. In contrast
to structured argumentation, in abstract argumentation, arguments
have no internal structure. That is, each argument stands for an
abstract statement, of which we have no information of the way it
is derived. However, through the attacking relation, we know how
it interacts with the rest of the arguments. As mentioned, this is not
the case for structured argumentation, where for each argument,
we have information about how this argument is derived.

It is often the case that we are dealing with an AF with an argu-
ment set of a very sizeable size. This "argument explosion" poses
computational barriers, since dealing with such large structures can
be computationally costly, but also poses interpretational barriers,
i.e. if a set of accepted arguments is too large, it can be hard to find
sufficient explanations for its acceptance. A form of abstraction
(clustering) has been used to address this problem [22]. Abstraction
on AFs is carried out in the form of clustering over the set of argu-
ments. Let𝑚 : 𝐴 → 𝐴 be a surjective mapping. Then𝑚 is called
a clustering, and 𝐴 contains clustered arguments. This clustering
induces a new framework 𝐹 = (𝐴, 𝑅) that contains as arguments
the clustered arguments of 𝐴. A cluster attacks another cluster if
and only if there is an element in the former cluster that attacks an
element of the latter in the initial framework.

We aim to extend abstraction to structured argumentation. As
mentioned previously, AFs are graphs whose nodes have no internal
structure. So far, we have formalized abstraction on Assumption-
Based Argumentation Frameworks (ABAFs) [7, 12]. These frame-
works are defined as a tuple 𝐷 = (L,R,A, ), where L is a set of
atoms of which we distinguish the assumptions A ⊆ L. Each ar-
gument of 𝐷 has internal structure that is inherited by a rule in the
set R. Finally, assigns a contrary to each assumption. In case the
contrary of an assumption 𝑎 is derived from a set of assumptions
𝐴, we say that set 𝐴 attacks 𝑎. In our view, lifting the abstraction
applied on AFs to ABAs, is non-trivial and also can bear benefits to
explaining accepted sets of assumptions.

Our approach of abstracting on ABAFs focuses on clustering
elements of the assumption set A, by introducing a surjective
mapping 𝑚 : A → Â (clustering). Then the other parts of the
ABAF are altered, forming a clustered ABAF (cABAF) denoted by
𝐷̂ = (L̂, Â, R̂, ˆ), where: i) the non-assumption elements remain
unchanged, and thus L̂ \ Â = L \ A, ii) rules in R̂ occur after
replacing the assumptions of a rule inR with their respective cluster,
iii) the contrary of a cluster is the set that contains the contraries of
each assumption that lies in the cluster. We remark that a clustered
ABAF is not a “classical” ABAF. The contrary function of a classical
ABAF maps elements of its assumption set to a particular atom in
its formal language. Instead, the contrary function of a clustered
ABAF maps clusters to subsets of the clustered formal language.

3 INTERPRETING AND OBTAINING CABAFS
Interpreting abstract frameworks is a key component of our work.
In AFs, ABAFs and LPs interpretation is achieved by different se-
mantics [7, 13, 15]. In the case of ABAFs, a semantics of a framework
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Figure 1: Process of abstraction

𝐷 is a set that contains sets of assumptions 𝜎 (𝐷) ⊆ 2A . A set in
a semantics represents a set of assumptions that can be accepted
together under some specific condition. For example, a well-known
condition for accepting a set is conflict-freeness, that is to contain
assumptions that are not in conflict with each other.

Defining semantics to interpret abstract frameworks is strictly
related to the way we interpret the respective notion in the original
framework. We already mentioned two approaches one can follow,
i.e. over-approximation or under-approximation. In our work so
far we have introduced abstract semantics to interpret cABAFs by
over-approximating the classical ones. We also have theoretical
results regarding the optimality of the abstract semantics we define,
i.e. they allow the least spurious sets that is possible, as well as com-
plexity results that prove that in some cases, over-approximating a
specific semantics is a challenging task.

Additionally, we came up with two ways of obtaining faithful
clusterings, i.e. clusterings that have no spurious sets under a spe-
cific semantics. One way is to start with a “coarse” abstraction, e.g.,
with clustering all assumptions into one big cluster—abstracting as
much as possible—and refine, upon user requests using answer set
programming (ASP) [15, 19]. The other approach computes a clus-
tering faithful under certain semantics by starting with singletons
and iteratively clusters following the grounded semantics [12].

4 FUTURE DIRECTIONS
We believe that our approach can be beneficial for supporting ex-
plainability, by providing foundational work towards abstracting
certain parts of argumentative reasoning in a faithful manner. In-
teractive tools that give users the ability to “zoom in” or “zoom out”
can be useful to improve understanding.

We think more research is needed to make non-monotonic rea-
soning formalisms [1] more accessible and to help users to digest
their results. Among interesting avenues for future works are, e.g.,
extending our approach to other formal approaches to structured
argumentation, such as ASPIC+ [18], defeasible logic programming
(DeLP) [14], deductive argumentation [5], Carneades [16], or Gor-
gias [17]. Currently, as a next step we aim to utilize the connection
between ABAFs and Logic Programming (LP) [8, 9, 23] to extend
current abstraction approaches [21]. Moreover, extending abstrac-
tion with a recently proposed notion of forgetting parts of an ABA
knowledge base [4] is intriguing. In the future, we also aim to study
how under-approximating could be of use.
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