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ABSTRACT

The considerable improvement on the Internet and the correspond-
ing applications leads to the result of online discussions becoming
far more popular and significant than any other method for people
to communicate with each other and reach a consensus. Meanwhile,
the incredible improvement in Large Language Models (LLM) has
promoted the performance of LLM-based agents in text understand-
ing and content generation capabilities. The research objective of
the PhD thesis is to build democratic discussion environments, with
three main issues existing right now: 1) Large-scale discussions tend
to be complicated, 2) Rumours and misinformation bring negative
effects to the discussions, and 3) Direct democratic discussions are
complex and time-consuming. This extended abstract introduces
the efforts that have been made to address those issues, with the
introduction of the potential directions in the future.
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1 INTRODUCTION

The considerable improvement in the Internet and the correspond-
ing applications leads to the result of discussions online becoming
far more popular and significant than other methods for people to
communicate with each other. Online discussions are also posed to
be the next-generation solution for democratic citizen involvement
[12]. For example, Twitter has demonstrated its influence during
the American presidential election and COVID-19 periods [15, 18].

Some attempts have been made such as online discussion plat-
forms like D-agree [13], with an automated facilitation agent [12]
is also developed to encourage participants to express themselves.

On the other hand, the incredible improvement of the Large
Language Model (LLM) has proven that it has high performance in
text understanding and generation capabilities [17]. Generally, the
LLM-based agents have two interaction paradigms with humans
[20]: 1) Instructor-Executor Paradigm, which means that humans
give commands to the agents to let them finish tasks, and 2) Equal
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Partnership Paradigm, which means that agents reach the same
level as humans and participate in events equally.

The main research objective is to build democratic discussion
environments, and three main issues and obstacles exist for this
objective: 1) Large-scale discussions tend to be complicated, due to
the various characteristics of participants, 2) Rumours and misin-
formation bring negative effects to the discussions by influencing
the final consensus reached by participants, and 3) Direct demo-
cratic discussions are time-consuming and complex, because of the
diversity of preferences and positions and participants’ ignorance.

Thus, to solve the aforementioned issues and obstacles, three
research topics are raised as follows: 1) An automated LLM-based
facilitation agent framework to further encourage participants in
online discussions, 2) A multi-agent fact-checking framework to
measure the credibility level of a piece of text, and 3) A personal
agent framework that can represent humans with their preferences
and positions in online discussions.

2 RESEARCH RESULTS

2.1 An Automated Multi-phase Facilitation
Agent Framework based on LLM

Automated facilitation artificial intelligence (AI) agents have been
realized since they can efficiently facilitate large-scale discussions.
For example, D-Agree [13] is a large-scale discussion support sys-
tem where an automated facilitation Al agent facilitates discussion
among people. Since the current automated facilitation agent was
designed following the structure of the issue-based information
system (IBIS) and the IBIS-based agent has been proven to have
superior performance [8-12]. In the IBIS structure, every post is
classified as issue, idea, pro or con to describe its contents, and
those posts should be in strict sequence (issue-idea-pro/con). The
IBIS-based facilitation agent identifies the type of posts first, then
encourages participants to raise the expected contents following
the sequence of IBIS. Thus, it is clear that the IBIS-based agent can
only respond to existing posts and ignore the detailed contents of
the posts raised by participants.

Based on the description above, in this work, we focused on
the following three main problems: 1) The IBIS-based agent was
designed to only promote other participants’ posts by replying to
existing posts accordingly, lacking the consideration of different
behaviours taken by participants with diverse characteristics, lead-
ing to a result that sometimes the discussion is not sufficient. 2)The
facilitation messages generated by the IBIS-based agent were not
natural enough, leading to consequences that the participants were
not sufficiently promoted and did not follow the flow to discuss a
topic. 3)Since responding to participants according to detailed post
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Figure 1: The General Design of Multi-agent Fact-checking
Framework
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contents could further promote discussions, designing the control
of LLM is necessary.

Thus, to address the aforementioned issues and build an inclusive
discussion environment [5, 16], an automated multi-phase facilita-
tion agent framework is designed and implemented. Discussions are
divided into multiple phases manually to encourage participants
to join discussions better under the guidance of the facilitation
agent. Multiple groups of discussion experiments were held using
the framework, and the naturalness and diversity of the new facili-
tation agent were far better than the IBIS-based facilitation agent
no matter due to human feedback or evaluation using distinct-1
score and PLL score [3].

2.2 Multi-agent Fact-checking based on Large

Language Models

Multiple previous research points out that rumours and misinforma-
tion spread faster than truth through online social media [7]. Since
online discussions can also be affected by rumours and misinfor-
mation, fact-checking is significant for online discussion scenarios.
The previous machine-learning-based fact-checking methods aimed
to detect particular patterns of lies, rumours and misinformation
to verify them. However, the patterns of rumours and misinforma-
tion also changed in these years, for example, Trump used Twitter
to spread misinformation to influence America’s election in 2016
and 2020. Thus, multiple related research tried to address the fact-
checking problem by covering claims detection, evidence retrieval
and claims verification with the use of the large language model
(LLM) since the incredible development of LLM [1, 2, 6, 14].

However, three main issues hinder further applications of the
fact-checking system in the online discussion field: 1) Most of the
fact-checking works are based on a single source which is assumed
to be authoritative. 2) The judgement results made by large lan-
guage models (LLM) with provided information are always consid-
ered overconfident. 3) Only the binary label classification task is
insufficient.

Therefore, to concur with the obstacles mentioned above, a multi-
agent fact-checking framework combined with LLM is proposed to
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measure the degree of credibility of the text. Specifically, it contains
two main parts: 1) multiple fact-checking agents driven by LLM,
with independent and unique information sources provided to judge
the truthfulness of claims extracted from the original text with the
confidence of the judgement result, and 2) a scoring mechanism to
convert the judgement results and the confidence to express the
credibility of the original text. The general design of the framework
is illustrated in Figure 1

Multiple comparative experiments are conducted to measure the
performance of the proposed method. By comparing the proposed
method with single agents and a multi-agent system with majority
rule, the proposed method driven by gpt-3.5-turbo only has a slight
performance improvement (8% in average f1-score) in binary fact-
checking tasks is revealed. Comparing the proposed method with
a single LLM, demonstrated that the proposed method has better
performance in multi-label fact-checking especially for the text
between pure true and pure false. Finally, since the definition of
credibility labels and the scope of different credibility levels have not
been clearly defined yet, this work could be a potential contribution
to the fact-checking field.

3 DISCUSSIONS AND FUTURE WORK

This extended abstract outlines two frameworks that are the com-
bination and applications of the multi-agent system with agents
driven by LLM, and to address the aforementioned research issues, I
will focus on the following research topic for the rest of PhD period:

LLM-based Personal Agents that Represent Users in Online Discus-
sions. As mentioned in the first section, direct democratic discus-
sions are time-consuming and complex due to diverse preferences
and positions, with the participants’ ignorance of the costs and
benefits of policies [4].

With the incredible development in the performance of LLM,
using LLM to estimate people’s political ideologies has been proven
feasible [19]. Thus, the reversed method, using LLM to generate
messages based on particular political ideologies, should also be fea-
sible. Based on this idea, a personal agent framework representing
humans to express their preferences and positions, while raising
high-quality claims with the help of LLM, can be designed and
implemented.

However, there are two main obstacles to this research topic: 1)
How to use LLM-based agents to simulate humans with a proper
method, and 2) How to define and monitor the discussions among
agents and humans. From my perspective, I will use a four-dimensional
political spectrum including social, economic, cultural and interna-
tional policies to estimate the possible ideas that a specific person
may raise or support, to address obstacle 1; For obstacle 2, defining
different states in discussions and applying Markov Decision Pro-
cess (MDP) to LLM-based agents to simulate the consensus-making
process is my initial idea.

After solving this particular research topic, the fields of general
multi-agent system driven by LLM, LLM-based agent reinforcement
learning and improving democracy with LLM-based multi-agent sys-
tem are what I am interested in right now.
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