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ABSTRACT
In order to achieve the ultimate goal of harmonious human-robot
co-existence, the key is to build autonomous robots that can safely
interact with humans for collaboration and coordination, as well as
demonstrate reliable behavior that is acceptable to humans. These
two requirements slightly differ from each other, with the former
addressing the safety and functionality of robots as task perform-
ers, and the latter emphasizing the social compliance of robots as
entities in society. In this abstract, I will outline my efforts towards
enhancing the safety and reliability of interactive robot autonomy
from three progressively advancing perspectives, 1) self-level au-
tonomy, aiming to develop reactive behavior that ensures safety
for individual robots when encountering non-cooperative agents,
2) peer-level autonomy, emphasizing the establishment of a safe
interaction mechanism within an diverse and unconnected multi-
robot system, and 3) human-involved autonomy, highlighting the
consideration of human factors in the decision-making process for
the design of multi-robot systems.
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1 INTRODUCTION
To promote a harmonious coexistence between humans and robots,
prioritizing safety is of utmost importance. Various techniques and
tools [7, 10] have been explored to enhance robots’ ability to avoid
potential collisions, including Velocity Obstacles [4, 5], Reachability
Analysis [3, 8, 13], and Voronoi Cell Partitioning [27]. These ap-
proaches offer formal safety guarantees and ensure collision avoid-
ance. However, current research often assumes perfect information
about agent positions and motions for pre-computed safety guaran-
tees or relies on overly conservative safety behaviors to account for
uncertainty due to imperfect robot information, which may lead to
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unintended consequences, such as an autonomous vehicle deceler-
ating and yielding when it is still a considerable distance away from
another vehicle merging onto the ramp [6, 20, 24, 26]. Therefore,
(Q1) how to empower robots to demonstrate adaptive safe be-
havior under uncertainty without being overly conservative
is an important research question to answer in self-level autonomy,
which mainly focuses on the safety and functionality of one single
robot under our control when interacting with the environment.

While ensuring safety is already a complex task for single robots,
it becomes even more intricate when managing a team of robots [11,
12], especially in scenarios without direct communication chan-
nels within the multi-robot system. For example, when mobile
robots of different model years and manufacturers work in a shared
warehouse, ensuring safe interactions becomes challenging. This
necessitates the development of interaction mechanisms that don’t
rely on hardware communication modules and can adapt to diverse
capabilities among robots. Control Barrier Function (CBF)-based
methods [1, 2] have been investigated for application in hetero-
geneous robot teams [24]. However, existing research primarily
addresses diverse actuation constraints within robot teams, rather
than delving into the integration of various social preferences into
decentralized controller design to express intended social impli-
cations. In my research agenda, peer-level autonomy serves as a
bridge between self-level autonomy and full human-involved au-
tonomy. Its primary goal is to enable robots to exhibit basic socially-
aware behaviors when interacting with their peers safely. (Q2)How
to achieve control decentralization and handle the hetero-
geneity of robot characteristics without compromising the
formally provable safety guarantees is the central challenge.

As we progress towards human-involved autonomy, safety con-
siderations should not be limited to physical state configurations
but extended to the psychological aspects of human perception
and trust [9, 21, 22, 25]. It is crucial to ensure that interactions
with robots, such as self-driving cars, inspire a sense of safety and
confidence. Therefore, it is equally essential to explore innovative
approaches that empower robots to align their actions with human
expectations through socially compliant behavior, ultimately en-
hancing their acceptability among humans. In this stage, the critical
challenge lies in (Q3) how to enable robots to think and act
acceptably to humans by introducing human factors into
the controller design of multi-robot systems and exploring
novel mathematical formulations to characterize terms like
social norms and responsibilities. This includes demonstrating
consequence-aware behavior and role reasoning in interactions.
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2 PREVIOUS WORK
Study 1: EnrichedBehaviorCharacterization in Safety-critical
Control. Robots exhibiting overly conservative behavior and lim-
ited behavior characterization for safe controllers are two major
challenges in building safety assurance for self-level autonomy,
which can render the control problem infeasible and cause colli-
sion even with a possible solution. In my work [15], I developed a
novel bi-level Control Barrier Function-based safe controller specifi-
cally designed for self-driving cars. With the integrated chance con-
straints, this approach allows autonomous vehicles to exhibit behav-
iors that deviate minimally from the nominal task-related controller
while considering various levels of uncertainties from the interac-
tion with other non-cooperative vehicles. A tighter probabilistic
safety guarantee is obtained compared to existing approaches that
prevents robots from being unnecessarily conservative. More im-
portantly, the co-optimization between behavioral conservativeness
and feasibility in mywork provides a newway to characterize differ-
ent degrees of safe behavior from aggressive to conservative agents,
allowing for explicit specification of a robot’s reaction speed when
approaching the boundary of the minimum safety distance. This
finding allows for a generalized vehicle behavior design when inter-
acting with drivers who have diverse driving styles. The approach
also extends to high-relative degree systems, considering realistic
vehicle dynamics [23], greatly enhancing its general applicability
to complicated robot systems.
Study 2: Socially-aware Coordination for Heterogeneous Ro-
bot Teams. Peer-level autonomy, such as smart transportation
platooning, presents challenges in real-time coordination among
robots with diverse capabilities and limited communication. To
address the issues of compatibility and computational efficiency, a
novel decentralized control scheme is crucial, allowing heteroge-
neous robots to make socially-aware decisions individually without
sacrificing collective task performance. In my research [14, 18], I
propose a unified framework for enabling collaboration among het-
erogeneous robots with various dynamics and characteristics, i.e.,
willingness to cooperate. The framework [17] relies on implicit coor-
dination, utilizing a novel metric based on Social Value Orientation
to quantify relative differences between individuals. This metric is
used to compose a decentralized control policy characterizing the
admissible control space based on each robot’s relative capabilities
and characteristics. Importantly, this framework allows each robot
to make decisions solely based on local information, eliminating
the need to predict other robots’ movements. By employing this
framework, unconnected heterogeneous robots can effectively co-
ordinate tasks in a socially-aware manner in runtime, while still
achieving formally provable safety guarantees. Peer-level auton-
omy, operating in this phase, acknowledges the differences among
heterogeneous individuals and accommodates them within the de-
centralized controller design. It plays a pivotal role in connecting
self-level autonomy with human-involved autonomy, establishing
the foundation for developing multi-robot systems capable of mak-
ing responsible decisions in the future.
Study 3: Responsible Decision-making inHuman-robot Inter-
action. Robots face significant challenges in achieving harmonious
human-robot interaction due to fundamental differences from hu-
mans in thinking and acting. First, robots need to develop the ability

to mimic humans’ impact-aware decision-making process. This en-
tails considering the potential consequences and impact of their
actions on humans, accounting for factors such as safety, ethics, and
social norms. Second, robots must adapt to unpredictable human
behavior by dynamically adjusting their responses. To overcome
these challenges, my work in [19] proposed the first responsibility-
oriented safety-critical controller, that enables robots to make re-
sponsible decisions by explicitly reasoning over the propagation of
behavior among multiple entities and its impact on the rest of the
group.With the integration of a learned human behavior model [16]
and risk measurement based on Conditional Value at Risk, it allows
robots to dynamically evaluate the inter-agent influence and deter-
mine the appropriate portion of responsibility to contribute towards
the collective goal without excessive risk or dominance, leading to
improved task performance with formal safety guarantees.

3 FUTUREWORK
Study 4: Accountability Reasoning in Interaction. In a fully
human-involved autonomous scenario, robots must not only deter-
mine their roles and responsibilities during interactions but also
consider the level of accountability they should bear if an unin-
tended event, such as a collision, occurs. This retrospective per-
spective is essential because while previous research focuses on
achieving "correct-by-design" robot behavior, accountability rea-
soning delves into identifying where things went wrong and how
to improve when undesirable outcomes happen. Similar to respon-
sibility reasoning, accountability analysis should be based on the
joint dynamics and their resulting consequences. However, the
key difference lies in the origins of these concepts: responsibility
is grounded in robots’ capabilities to achieve objectives within a
collective goal, while accountability is rooted in counterfactual rea-
soning, assessing how outcomes might differ if a robot did not take
specific actions. Formulating the problem of tracing accountabil-
ity in a mathematically quantifiable manner offers a valuable tool
for future policy or legal studies concerning incidents involving
human-robot interaction, such as self-driving cars sharing roads
with humans.
Study 5: Explainability of Social Implication in Multi-HRI. In
the pursuit of enabling multi-robot systems to seamlessly coexist
with humans, another goal is to improve the explainability of the so-
cial implications of robots’ behavior, ensuring their alignment with
prevailing societal expectations. One significant challenge is to es-
tablish a cohesive perspective for defining social norms or common
human expectations regarding how robots should behave across
a range of Human-Robot Interaction (HRI) applications. One of
my ongoing effort involves harnessing the concept of accumulated
risk introduced in Study 3 to formulate a foundational guideline
for socially compliant behavior, drawing inspiration from Isaac
Asimov’s "Three Laws of Robotics." This unified framework does
not necessitate task-specific specifications and empowers us to en-
hance the clarity of robots’ decision-making processes, allowing
them to elucidate why they opt for a particular course of action
over alternative choices.
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