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ABSTRACT
Multi-Agent Reinforcement Learning (MARL) holds promise for
complex real-world applications but faces challenges in sample
efficiency and policy explainability. My dissertation aims to address
these critical barriers, advancing MARL towards more practical and
interpretable systems. To boost sample efficiency, it is crucial for
agents to effectively learn from and generalize past experiences.
We propose a meta-exploration technique to train meta-exploration
policies that exploit the joint state-action space structure frommeta-
training tasks. This approach can be integrated with any off-policy
MARL algorithm to improve learning efficiency. Complementing
the efficiency gain, my research also focuses on augmenting the ex-
plainability of neural network policies’ decision-making processes
using techniques such as decision-tree extraction from MARL net-
works. In this extended abstract, I will summarize my research so far
and outline promising future directions to further the deployability
of MARL in complex real-world environments.
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1 INTRODUCTION
In Multi-agent Reinforcement Learning (MARL), two pivotal chal-
lenges stand out: enhancing sample efficiency and improving ex-
plainability. My dissertation seeks to bridge these gaps and aims to
contribute to the development of MARL systems that can be prac-
tically deployed in complex real-world environments by making
them more efficient in learning from past experiences and more
transparent and interpretable to humans. This extended abstract
delves into my research so far in these areas, including a meta-
exploration method for learning efficiency and one decision-tree
extraction method for multi-agent policy explainability.
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To enhance sample efficiency in MARL, we first ask: how can we
enable agents in MARL to explore their environment more effec-
tively and enhance sample efficiency, especially when faced with
sparse reward signals? To tackle this question, the first aspect of
my research introduces an innovative approach Cooperative Meta-
Exploration in Multi-Agent Learning through Exploiting State-Action
Space Structure (MESA) [13]. MESA arises from the observation that
in multi-agent scenarios, the sheer scale of the joint state-action
space can make conventional exploration methods, which often
rely on encouraging visits to less frequented and hence more novel
states, increasingly inefficient. To alleviate this issue in multi-agent
settings, MESA employs a meta-exploration framework that first
identifies a high-reward joint state-action subspace. Then MESA
trains a set of diverse exploration policies to sufficiently cover this
identified subspace using a reward scheme that is based on the
proximity to the high-rewarding regions. These meta-exploration
policies can afterward be combined with any off-policy MARL algo-
rithm to facilitate learning during the meta-testing phase. Empirical
experimental results show that MESA performs significantly bet-
ter in both low-dimensional matrix games and high-dimensional
multi-agent environments.

While MESA focuses on addressing the learning efficiency prob-
lem in MARL, how can we also make sure that the decision-making
process of RL policies is transparent and interpretable to humans? In
many multi-agent reinforcement learning applications, such as air
traffic control [3], cyber defense 22 [9], and autonomous driving [2],
the real-world risk necessitates learning interpretable policies that
people can inspect and understand before deployment. Therefore,
the second stream of my research focuses on learning interpretable
policies for MARL. We look at decision-tree policies, which are
considered to be an intrinsically interpretable model famility [10].
We develop IVIPER and MAVIPER that extract decision-tree poli-
cies from MARL-trained neural networks. These algorithms enable
us to interpret the underlying decisions made by agents, with a
particular focus for MAVIPER on coordination and collaboration
happening in the multi-agent joint policies.

By synthesizing the strength of the two streams of my research,
my dissertation aims to further the deployability of MARL in com-
plex real-world environments. Moving forward, there is a wealth of
potential, as outlined at the end of this extended abstract, in further
refining these methods and exploring new avenues to fully unlock
the capabilities of MARL.

2 MULTI-AGENT META-EXPLORATION
In this section, we delve into the Meta-Exploration in Multi-Agent
Learning through Exploiting State-Action Space Structure (MESA)
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method, which aims to improve cooperative multi-agent learning.
MESA consists of two stages: meta-training and meta-testing.

The meta-training stage serves a dual purpose: identifying high-
rewarding state-action subspaces and training a diverse set of ex-
ploration policies utilizing these rewards. This stage is executed in
two steps. Initially, we discern the high-rewarding joint state-action
subspace by accumulating experiences and storing high-reward
joint state-action pairs into a stored dataset. Subsequently, we train
the exploration policies to “cover" the identified high-rewarding
joint state-action subspace, employing a distance metric to ascer-
tain the proximity of state-action pairs. An important aspect of
the meta-training stage is addressing the reward sparsity problem.
To mitigate this issue, we assign positive rewards to specific joint
state-action pairs that subsequently lead to valuable pairs within
the trajectory. To encourage a broader coverage of the subspace
and to avoid mode collapse, the reward assignment scheme ensures
that repeated visits to similar joint state-action pairs within one
trajectory would result in a decreasing reward for each visit.

In the meta-testing stage, MESA capitalizes on the meta-learned
exploration policies to facilitate learning in previously unseen tasks.
The exploration policies are deployed in an annealing schedule,
supplying a greater quantity of exploration rollouts during the
initial stages of training and gradually decreasing thereafter. This
diminution strategy ensures the efficacy of the exploration process
during the early stages of training when it is most crucial.

In conclusion, the MESA method addresses the challenges inher-
ent in cooperativemulti-agent learning through a two-stage process.
MESA pinpoints high-rewarding state-action subspaces and trains
meta-exploration policies during meta-training to effectively tackle
the reward sparsity problem.

3 LEARNING INTERPRETABLE
DECISION-TREE POLICIES

To learn interpretable policies for MARL, we focus on decision
tree models as the policy representation due to their intrinsic inter-
pretability [10]. In this work, we aim to extract decision-tree poli-
cies from neural network policies learned with MARL algorithms.
Specifically, we adopt the DAgger framework [11] to iteratively col-
lect new samples on which to query expert labels. We propose two
algorithms: IVIPER and MAVIEPR. IVIPER is the direct extension
of VIPER [1] to the mutli-agent settings, while MAVIPER focuses
more on extracting decision-tree policies that address the issue of
coordination.

The MAVIPER algorithm adds a prediction module that predicts
what the tree would be for the other agents, so that when building
one tree, the current status of the other trees can be taken into
account. Additionally, MAVIPER designs a new weighting scheme
in the multi-agent settings to weigh the samples collected by the
DAgger framework with the expected difference in 𝑄 values by
taking a suboptimal action. This new weighting scheme arrives
from the observation that agents should focus more on the critical
states where a good joint action can make a difference.

Empirically, we find that the learned decision trees perform rela-
tively well in three multi-agent particle environment tasks [8], and
thatMAVIPER leads to an increase in coordinated joint performance
comparing to the baselines and IVIPER.

4 FUTURE DIRECTIONS
The future directions of my dissertation still revolve around the
topic of improving sample efficiency and enhancing the explainabil-
ity of the model. One important future research direction would
be to study the potential utilization of large language model (LLM)
in MARL. Specifically, LLMs, due to their diverse ability, can be a
great addition in the following aspects.

(1) Sample Efficiency. The rise of LLM-based agents offers the
hope of using LLM as a starting point for designing AI agents
that can adapt to diverse scenarios [12]. LLMs also show
remarkable reasoning capabilities and the ability to work as
a world model [6]. These preliminary results are exciting
directions to further improve the sample efficiency of the
reinforcement learning agents since the agent training would
not be from scratch, but rather from an agent that already
has abundant information about the environment as a prior.
Particularly, in multi-agent reinforcement learning, these
capabilities of LLM and LLM-based agents would be even
more useful for achieving intelligent exploration, human-
level cooperation and coordination, etc.

(2) Explanability. Using decision-tree policies as a form of inter-
pretable policies has a lot of merits, but the approach could
be made more general by looking at model transforms [5] or
natural language as forms of explanations [4, 7]. In my re-
search, I have obtained preliminary results that demonstrate
the effectiveness of using LLM for enhancing explainability.
Firstly, we developed three user-friendly explanation meth-
ods utilizing Large Language Models (LLMs) to generate
interpretable insights for volunteers to better understand
the task difficulty predictions. The models and findings from
the complete study are in the process of being adopted at
Food Rescue Hero, a large food rescue platform serving over
25 cities across the United States. Secondly, we are employ-
ing LLMs to generate explanations for the decision-making
process of chess AI by grounding the output on the Monte
Carlo search tree, which the AI utilizes to determine the
suggested move.

5 CONCLUSION
In conclusion, I believe that advancing sample efficiency and ex-
plainability would be critical in the deployment of (multi-agent)
reinforcement learning methods in the real world. I have developed
methods to help combat these two pivotal issues, and I hope that the
developed methods as well as future work in my dissertation can
help further the possibility of deployment of such MARL policies.
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