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ABSTRACT

We present an end-to-end camera-only drone tracking approach in
a multi-agent framework. We show implementation and simulation
of such a system and test the tracking components utilizing a CNN-
LSTM model for range estimation tested on real data. A video of
the demo is available at this link.
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1 INTRODUCTION

Drone tracking is a challenging task considering the complex mo-
tion and noise models involved [11] in simulating real-life environ-
ments. Radars that rely on Doppler signals are the most common
sensors used for this purpose [12]. However, under some circum-
stances, high-resolution cameras with automatic tracking capabili-
ties can also be used in drone tracking. Cameras are usually utilized
in collaboration with a radar system [3] in generating high-quality
tracks for the drone. Cameras, in their standard form, do not pro-
vide estimation for the drone range but can have more accurate
estimates for the azimuth and elevation angles [8]. In this work,
a Camera-only sensor will be used in drone tracking utilizing a
multi-agent framework modeled with the Stone Soup simulator
[1] and Mesa as the multi-agent platform [5]. The goal here is to
present a demo work for a machine learning-based system that can
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Figure 1: Interactions of system agents

estimate the range value of the drone based on training samples.
The estimation is done using two methods; a (Convolutional Neural
Network) CNN model is used to learn the estimation of the range
in the first method and a CNN-LSTM (Long Term Short Term Mem-
ory) architecture is used for the estimation in the second method.
On the other hand, a multi-agent model is used to schedule and
represent the interaction between the different entities that are
collaborating in implementing the different tasks of the tracker.
The whole process can be summarized by; the drone scanning task,
the detection task, the range estimation task, and finally the track
generation task with the aid of the Kalman filter estimator. That
would complete a cycle of the process and the tasks are repeated
updating the track.

2 PROBLEM STATEMENT AND PROPOSED
MULTI-AGENT ARCHITECTURE

The most critical part of this system is the range estimation of the
drone from a single camera output. It is important to note that if in
the same context, two cameras were tracking the drone simultane-
ously, triangulating the drone position would be straightforward
and greatly reduce the difficulty of tracking it [10]. A global view
of the system is sketched in Figure 1, the individual agents are de-
scribed in more details in Section 3. Although this demo only shows
the use of the system in a single-target scenario, the flexibility of
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Figure 2: Range estimation from drone frames time series

the Multi-agent architecture allows to conveniently incorporate
multiple targets and additional sensors.

3 THE DETECTION-TRACKING SYSTEM

The detector

The detector agent has to detect the presence of a drone within the
field of view of the camera and locate it in the frame. It can be done
automatically using real time object detection model such as YOLO
[7] fine tuned [6] or adapted to the drone-detection problem. We
did not address this issue here, and assume the role of detector to
be played by a human agent.

The tracker

The tracker used here to track the drone in the video output by the
camera is a Channel and Spatial Reliability Tracker (CSRT) imple-
mented in OpenCv. At each time steps it outputs a bounding box
for the tracked object.

The Range Estimator

The frame corresponding to the bounding box output by the tracker
is fed in the pretrained CNN-LSTM model which outputs a rang
estimate.

The 3D position tracker

The direction to which the camera is pointing along with the po-
sition of the bounding box output by the tracker are used to form
accurate bearing and elevation measurements for the target position
relative to the camera. The angular measurements are combined
with the range estimate from the range estimator to form a com-
plete 3D position in spherical coordinates. This position is then fed
in the 3D position tracker to update the track displayed on the user
interface. The tracker is made of an interacting multiple models
(IMM) tracking with an extend Kalman filter (EKF) in Cartesian
coordinates. Three kinematics model are used in the IMM to ac-
count for the agility and possibly heratic behavior of a drone target;
nearly constant velocity (NCV), and left and right coordinated turn
(CT).

4 THE RANGE ESTIMATOR

4.1 CNN Component

Initially, a deep learning model made of CNN layers followed by
fully connected layers, is trained to estimate the range from single
frames output by the video tracker of the camera, this is the spatial
component of the final range estimator. We use a light state-of-the-
art CNN model architecture (combined with batch normalization
and squeeze and excite components [4]) called EfficentNetV2B0
[9] pre-trained on Imagenet dataset, with RGB input frames of size
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Figure 3: Sketch of CNN model

64 X 64. In the model with the TensorFlow library where the pre-
trained EfficentNetV2B0 is available, initially the fully connected
layers are trained, while the CNN pre-trained weights are frozen,
and then the CNN layers are fine-tuned with a small learning rate
while the fully connected layers are frozen in turn. This is a classical
approach to transfer learning.

4.2 Long Term Short Term Memory (LSTM)
Network

The LSTM Network is a Recurrent Neural Network (RNN) -trained
model using Backpropagation through time to tackle the vanishing
gradient problem [2]. It uses memory blocks connected through
layers instead of neurons. A block contains gates that manage the
state and output and operate on an input sequence. Each gate is
triggered using the sigmoid activation units which make the flow of
information conditional. The 3 types of gates within a unit are the
Forget gate, which conditionally throws parts of the information
away from the block, the Input gate which conditionally decides
that the input value is updated, and the Output gate which decides
the output based upon the input and memory of the block. The
gates of the units have weights that are learned during training.
For the input in our simple model, we will use one lookback input
which mimics using the information from only one day before.
LSTM is sensitive to scaling so before training the model, values
are scaled and then unscaled after forecasting.

5 RESULTS

A simulation of the system was implemented with the MESA frame-
work and is demonstrated in the video linked in the abstract. In the
demo the system is tested with real data collected from a flight per-
formed at 1.4km from the long range camera. The range estimation
CNN-LSTM model was trained on the first half of the flight and the
system was tested on the whole flight.

6 CONCLUSION

This demo paper presents simulations for a multiagent frame-based
system that uses temporal deep learning in the detection and track-
ing of drones using only a high-resolution camera. The proposed
machine learning model CNN/LSTM learned to estimate the range
that the camera can not typically provide alone. Several samples of
drone video frames were used in the training. The track trajectory
was generated with the aid of the Kalman filter using the infor-
mation provided by the camera and the CNN/LSTM. The agents
comprising the proposed system continuously and iteratively col-
laborated to fulfill this task. The generated tracks have comparative
quality to the ground truths of the different samples.
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