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ABSTRACT
Wemodel a multiagent system (MAS) in socio-technical terms, com-
bining a social layer consisting of norms with a technical layer con-
sisting of actions that the agents execute. We express stakeholder
needs to ensure that a MAS demonstrates resilience, allowing it
to recover effectively from failures within a brief timeframe. This
extended abstract presents a framework that computes probabilistic
and temporal guarantees on whether the underlying requirements
are met or, if failed, recovered. An important contribution of the
framework is that it shows how the social and technical layers can
be modeled jointly to enable the construction of resilient systems of
autonomous agents. This paper facilitates specification refinement
through methodological guidelines, emphasizing joint modeling of
social and technical layers. We demonstrate our framework using
a manufacturing scenario with competing public, industrial, and
environmental requirements. This is an extended abstract of our
JAAMAS paper available online [11].
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1 INTRODUCTION
Models of social interaction are central to artificial intelligence
(AI), especially in the field of MAS [1, 5, 12, 14]. Socio-technical
system (STS) serves as governance mechanisms in MAS [3, 9],
where autonomous agents represent stakeholders’ needs [2, 4, 6].
We adopt a conception of an STS [7, 8], where agents interact within
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the technical architecture. This STS is represented as a MAS and
governed by norms [15] that regulate interactions, guiding agents
toward fulfilling stakeholders’ needs.

Motivating example.Consider a personal protective equipment
(PPE) manufacturing scenario where different stakeholders have
potentially conflicting functional and sustainability requirements.
A textiles company is committed to meeting hospital demand by
producing PPE at a reasonable price. At the same time, the company
is prohibited by the regulator from polluting the environment. If
violated, this prohibition may result in fines for the company and
possibly a revocation of its permit to operate. Each stakeholder
has a set of alternative actions; in general, these actions, affect the
satisfaction and violation of the applicable norms differently. For
example, the company can produce PPE in a sustainable manner,
which reduces pollution but increases cost. Or, the company can
produce cheap PPE, which reduces cost but increases pollution
and the risk of being fined by the regulator. The way the company
produces PPE and deals with the waste as a result of production also
determines how resilient the overall STS is, e.g., how fast pollution
can be reduced if it goes above a certain level.

This paper introduces the concept of resilient socio-technical
systems, which aim to meet stakeholder requirements and recover
from failures in meeting those requirements. Resilience becomes a
crucial aspect of an STS’s trustworthiness, particularly concerning
its ability, as highlighted by [13]. We define the resilience of an STS
based on the following key criteria: the ability to recover (1) from an
undesirable state, (2) within a specified deadline or number of steps,
and (3) with a probability exceeding a defined threshold. To opera-
tionalize these criteria, we extend STS specifications to incorporate
time and quantities. Our extended paper [11] proposes a formal-
ization and algorithm to translate STS specifications into PRISM
(Probabilistic Symbolic Model Checker) [10] compatible models
for model-checking. It introduces probabilistic model-checking for
assessing resilience requirement probabilities, enabling trade-off
evaluations between technical objectives and social regulations.

2 THE PROPOSED FRAMEWORK
Figure 1 illustrates the main components of the framework.

Stakeholders Stakeholders define the requirements that the
STS must satisfy. If it appears that meeting a specific set
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Figure 1: The Proposed Framework.

of requirements is not possible, stakeholders may need to
reconsider and modify their requirements to create a feasible
design for the STS. The rationale for this adjustment, such as
having too few steps, is difficult to predict in advance. This
aspect is addressed through an iterative process outlined in
the full paper [11] under methodological guidelines.
We introduce resilience requirements to quantify an STS’s
ability to recover and adapt to adverse conditions. The equa-
tion below outlines a generic resilience requirement in the
PCTL (Probabilistic Computation Tree Logic) syntax. It spec-
ifies that if the system enters an undesirable state (𝑈𝑆𝑡𝑎𝑡𝑒),
it must return to a desirable state (𝐷𝑆𝑡𝑎𝑡𝑒) within a de-
fined number of steps (stepConst) with a given probability
(probConst), based on a specified operator (⟨𝑖𝑛𝑒𝑞⟩).

⟨𝑈𝑆𝑡𝑎𝑡𝑒⟩ → 𝑃⟨𝑖𝑛𝑒𝑞⟩probConst [𝐹 ⟨𝑖𝑛𝑒𝑞⟩stepConst⟨𝐷𝑆𝑡𝑎𝑡𝑒⟩]

STS Designer The designer outlines an STS with two layers.
The social layer defines the agents and the associated norms,
while the technical layer specifies the actions undertaken
by these agents. The social layer consists of a set of norms
that govern the interactions among the agents. Note that
norms [16] in our model are directed from one party to an-
other. In our example, each PPE manufacturer would commit
to the Regulator to meet certain pollution standards. That is,
the norms are pairwise. Actions in the technical tier allow
or restrict specific agent actions as they represent hard con-
straints. Actions describe relevant facts about the operating
environment, e.g., what happens when an action is executed.

Translation The framework utilizes the STS specification as
an input to create a PRISM model, which is a probabilistic
state transition model. In this context, a probabilistic state
transition model assigns a specific transition probability to
each transition.What is generated is a slight variation known
as augmented probabilistic state transition models. These aug-
mented models consider both the probability of selecting
an action and the probability of executing that action. The
algorithm for translating an STS specification into a PRISM
model is explained in the full paper [11].

Analysis The framework assesses the STS by comparing it to
specified requirements and computing the likelihood of the
STS violating or meeting each requirement. If improvement
is needed, the STS designer enhance the STS specification.
If modification is deemed unfeasible, stakeholders explore
relaxed requirements through state variables or parameters.

2.1 Social Layer
In the spirit of Kafalı et al. [8] and Singh [15], a norm is defined as
⟨𝑛, SBJ,OBJ, ant, con⟩. Here, 𝑛 ∈ {𝑐, 𝑝} represents commitment or
prohibition, SBJ and OBJ are subject and object from a set of agents
AG, and ant/con are conditions denoting antecedent/consequent.
In Listing 1, a commitment c (Company, Hospital, true, PPE ≥ 100)
means the Company commits to the Hospital to consistently pro-
duce more than 100 units of PPE. On the other hand, a prohibition
(p) such as p (Company, Regulator, true, pollution ≥ 60) implies the
Regulator prohibits the Company from exceeding 60 ppm pollution.

2.2 Technical Layer
The technical layer consists of a finite set of operational actions,
denoted as 𝐴 = 𝑎1, 𝑎2, . . . , 𝑎𝑘 , that agents can execute. Each action,
represented as a (condition, DeleteList, AddList), signifies a state
transition. Upon satisfying the condition, the action is executed,
updating attributes by removing specified values in DeleteList and
adding new values from AddList. In Listing 1, executing action 𝑎11
results in a new state where the variable PPE ranges from 50 to 100,
and the variable 𝑝𝑜𝑙𝑙𝑢𝑡𝑖𝑜𝑛 is the product of PPE and a step-size in
[0.2, 0.4].

Listing 1: STS specification for PPE manufacturing.
1 p ( Company , Regu l a to r , t rue , p o l l u t i o n ≥ 6 0 )
2 c ( Company , Hosp i t a l , t rue , PPE≥ 1 0 0 )
3

4 a11 : a ( t rue , { PPE , p o l l u t i o n } , { PPE+= [ 5 0 , 1 0 0 ] ,
p o l l u t i o n+=PPE∗ [ 0 . 2 , 0 . 4 ] } )

5 a12 : a ( t rue , { PPE , p o l l u t i o n } , { PPE+= [ 8 0 , 1 2 0 ] ,
p o l l u t i o n+=PPE∗ [ 0 . 5 , 0 . 7 ] } )

3 CONCLUSIONS
We present a novel probabilistic framework for designing and veri-
fying STSs that incorporates social norms, technical actions, and
probabilistic temporal stakeholder requirements. Our key contribu-
tion lies in integrating socio-technical resilience and probabilistic
model checking into a comprehensive methodology for specify-
ing and verifying STSs. We have integrated norms into the PRISM
model by assessing the likelihood of an action’s execution, consid-
ering how its outcome aligns with the norms in the STS.
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