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ABSTRACT
Agent-based models (ABMs) have shown promise for modelling
various real world phenomena incompatible with traditional equilib-
rium analysis. However, a critical concern is the manual definition
of behavioural rules in ABMs. Recent developments in multi-agent
reinforcement learning (MARL) offer a way to address this issue
from an optimisation perspective, where agents strive to maximise
their utility, eliminating the need for manual rule specification. This
learning-focused approach aligns with established economic and
financial models through the use of rational utility-maximising
agents. However, this representation departs from the fundamen-
tal motivation for ABMs: that realistic dynamics emerging from
bounded rationality and agent heterogeneity can be modelled. To
resolve this apparent disparity between the two approaches, we pro-
pose a novel technique for representing heterogeneous processing-
constrained agents within a MARL framework. The proposed ap-
proach treats agents as constrained optimisers with varying degrees
of strategic skills, permitting departure from strict utility maximisa-
tion. Behaviour is learnt through repeated simulations with policy
gradients to adjust action likelihoods. To allow efficient computa-
tion, we use parameterised shared policy learning with distribu-
tions of agent skill levels. Shared policy learning avoids the need
for agents to learn individual policies yet still enables a spectrum
of bounded rational behaviours. We validate our model’s effective-
ness using real-world data on a range of canonical 𝑛-agent settings,
demonstrating significantly improved predictive capability.
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1 INTRODUCTION
Agent-based models (ABM) have achieved significant success in
various domains, including business, epidemiology [33], economics,
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and finance [5, 25]. However, despite these achievements, criti-
cisms persist within different communities [2], notably in econom-
ics [37, 39, 61], primarily due to concerns regarding the decision-
making rules in these systems. Frequently, these rules are manually
specified heuristics, placing substantial reliance on the modeller’s
judgement as the simulation results and validity depend upon the
specific behavioural rules utilised [47, 61]. On the other hand, adap-
tive agents that optimise a utility function find greater acceptance
across disciplines, as the agents’ behaviour is automatically derived
in a principled manner.

Hence, introducing adaptive and learning agents intoABM,while
allowing for heterogeneity and bounded rationality, could alleviate
these concerns and improve the realism of the models. Recent
progress in reinforcement learning (RL) helps to bring this closer
to reality [1, 14, 59]. However, some significant challenges must
be addressed before this can happen. In this work, we address
the following essential question: How can we learn heterogeneous
bounded rational behaviours in an ABM?

To address this question, we introduce a novel multi-agent RL
(MARL) approach where agents exhibit skill heterogeneity [52],
constrained by their strategic processing costs. In the limit, where
these processing costs → 0, perfectly rational mutually consistent
equilibrium can be approximated. With uniform prior beliefs and
homogenous processing costs among agents, quantal response type
equilibrium can be approximated. With processing costs → ∞,
agents act based on their prior beliefs, e.g., driven by heuristics [27]
or biases [17]. However, more generally, we can model a wide range
of realistic behaviour with heterogenous agent bounds. This frame-
work aims to enhance the simulation of complex social systems,
which differs from many MARL methodologies focused on learning
optimal behaviours. Instead, the work aligns with the literature on
ABMs, focusing on understanding the resulting realistic dynamics
emerging from human decision-making.

Contributions: We propose an approach to effectively learn
heterogeneous agent skill levels (exhibiting diverse deviations from
prior beliefs) within a MARL framework. We demonstrate the effi-
cacy of the approach across several fundamental multi-agent eco-
nomic environments. The proposed approach offers substantially
enhanced accuracy in predicting human decisions (along with the
subsequent dynamics) in controlled experiments compared to cur-
rent state-of-the-art RL approaches and other equilibrium bench-
marks. To improve efficiency, we utilise agent supertypes [63] and
shared policy learning to learn diverse bounded rational behaviours.
Heterogeneity is introduced by varying strategic processing costs of
agents, measured through regularised divergences from their prior
beliefs. This approach is general, expanding upon a new MARL
framework for modelling complex systems, Phantom [3].
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2 RELATEDWORK
While MARL algorithms have made significant advances in ap-
proximating equilibria within complicated environments [49], a
limitation is that most prevailing methodologies assume agents
to be perfectly rational. This assumption is often overly stringent
when simulating complex social systems [4], and may miss crucial
real-world dynamics [7]. To broaden the applicability of MARL for
modelling complex systems, our objective is to account for agent
heterogeneity and bounded strategic abilities. In doing so, we make
the connection with ABMs while automating some of the difficult
modelling design (e.g., defining the agent behavioural rules) using
RL. Recent surveys covering RL techniques in ABM have empha-
sized the usefulness of learning agent behaviours [50, 60, 67].

Behavioural economics has developed more realistic models of
decision-making than the traditional homo economicus perfectly
rational representative agent [40]. Instead, these models operate
under the framework of bounded rationality. One prominent ap-
proach for relaxing the strict perfectly rational Nash equilibrium
(NE) assumption and incorporating bounds in reasoning is the
Quantal Response Equilibrium (QRE) [42, 43], which allows for
deviations from optimal responses and the possibility of erroneous
play. Such approaches generally feature consistent (and common)
beliefs among agents, for example, by having the same processing
costs across the population (mutual consistency). However, the
need to consider agent heterogeneity has been stressed due to the
ability to "bring about new outcomes not foreseeable from anal-
ysis of the homogeneous dynamics" [44]. Given that populations
inherently encompass a spectrum of behaviours and beliefs, a "rep-
resentative" agent often proves insufficient [30]. Recognizing the
importance of strategic diversity, various extensions have been
developed to accommodate a range of agent behaviours [51, 52], re-
laxing the mutual rationality and mutual consistency assumptions
[12, 19]. Relaxing mutual consistency is beneficial for multi-agent
settings, allowing for a population characterized by varying levels
of strategic boundedness [38, 48, 65]. However, the computability
of such game-theoretic models is often limited to relatively simple
domains, prompting the use of approximation methods (such as
MARL) within more complicated environments [68].

Despite the achievements in behavioural game theory and RL, a
gap persists in combining these methods with ABMs, e.g. for learn-
ing the decision-making rules. While RL approaches often prioritize
convergence towards rational equilibrium, this focus contrasts with
the primary objective of the ABM community: understanding the
properties emerging from heterogeneous boundedly rational agents.
To the best of our knowledge, the seminal work on capturing real-
istic bounded behaviours in MARL is that of [45], based on rational
inattention (RI). The authors of [45] underline that the existing
body of work "fails to address the modeling of bounded rationality
for more accurate [MARL] simulations," proposing an innovative
framework to address this limitation. Our work differs in some im-
portant ways. Specifically, we remove the difficult processing cost
estimation required in [45] (as discussed in Section 5) and allow for
arbitrary prior beliefs for encoding behavioural biases. Additionally,
we introduce agent skill heterogeneity, learnt through regularised
policies, and propose an approach for efficiently calibrating these
policies to real world dynamics, all features yet to be considered.

3 PROPOSED APPROACH
We introduce a novel MARL approach to effectively model a diverse
range of bounded rational behaviours (or varying skill). This ap-
proach proves valuable for calibrating ABMs to real-world systems
through learning regularised policies and, under limiting cases,
establishing links to various existing equilibrium solution concepts.

Our general formulation is as follows. We focus on 𝑁 -agent
systems, where each agent 𝑖 ∈ 𝑁 seeks to maximise their reward
(or utility) function 𝑈𝑖 by taking actions from their action space
𝑎 ∈ 𝐴. Importantly, these agents may not act perfectly rationally.
The system is characterised by a state space 𝑆 , and agents possess
a (potentially partial) observation of the current state 𝑠𝑖 along with
prior beliefs about their potential actions 𝑞𝑖 (a probability distribu-
tion over the action space). The behaviour of each agent is governed
by their policy 𝜋𝑖 , which is a mapping from states to a distribution
over actions. Agents act based on their policy 𝑎𝑖 ∼ 𝜋𝑖 , receiving
reward𝑈𝑖 (𝑎𝑖 , 𝑠𝑖 ). Again, these actions may not be perfectly rational
and instead may be satisficing [9, 56].

3.1 Components
3.1.1 Reward. In standard RL, agents aim to learn an optimal policy
that maximises their expected cumulative discounted reward 𝑈 :

𝜋∗𝑖 (𝑎 |𝑠𝑖 ) = max
𝜋𝑖
E𝜋𝑖

[ ∞∑︁
𝑡=0

𝛾𝑡𝑈 (𝑎𝑡 |𝑠𝑖,𝑡 )
]

(1)

However, often, in real world systems, the agents we seek to
model are boundedly rational, driven by prior beliefs and a limited
amount of processing power to improve upon these priors. To
address these considerations, we incorporate generic limitations
in agents’ reasoning abilities by reformulating the maximisation
problem into a constrained one1:

max
𝜋
E𝜋𝑖

[ ∞∑︁
𝑡=0

𝛾𝑡𝑈 (𝑎𝑡 |𝑠𝑖,𝑡 )
]

subject to 𝐼 (𝜋𝑖 , 𝑠𝑖,𝑡 , 𝑞𝑖 ) < 𝐼 (2)

where agents maximise 𝑈 while adhering to a constraint 𝐼 on their
processing costs 𝐼 . The processing cost restricts how far the learnt
policy 𝜋𝑖 can diverge from the prior belief 𝑞𝑖 . We can equivalently
reformulate Eq. (2) as the maximisation of a modified reward:

𝜋𝜆𝑖 (𝑎 |𝑠𝑖 ) = max
𝜋𝑖
E𝜋𝑖

[ ∞∑︁
𝑡=0

𝛾𝑡
(
𝑈 (𝑎𝑡 |𝑠𝑖,𝑡 ) − 𝜆𝐼 (𝜋𝑖 , 𝑠𝑖,𝑡 , 𝑞𝑖 )

) ]
(3)

where 𝜆 controls the strength of regularisation, modulating the
boundedness (or skill) of the agent. As 𝜆 → ∞, the agent is entirely
driven by their prior beliefs (performing no strategic reasoning),
whereas as 𝜆 → 0, the agent is unbounded and approximates ratio-
nal behaviour. Eq. (3) makes the formulation general and compatible
with existing RL algorithms without requiring in-depth modifica-
tion to the loss or optimisation process.

3.1.2 Processing Costs. Quantifying information processing costs
in a generalised manner is desirable, as this enables compatibility

1We maintain exponential discounting here. However, hyperbolic discounting might
provide a better alignment with human decision-making [53], although current RL
approaches have not yet exhibited significant differences between the two [22].
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with existing optimisation algorithms. Following recent achieve-
ments in constraining agent decision-making using information-
theoretic costs [19], we adopt a similar approach. This information-
theoretic treatment abstracts the underlying causes of such con-
straints, allowing a focus on learning behaviour without necessitat-
ing an in-depth understanding of the specific psychological factors
at play. From an optimisation standpoint, this is advantageous, as
the process remains independent of the particular details of how
decisions are formulated [57].

One of the most common information-theoretic constraints is an
entropy constraint, e.g. 𝐻 (𝜋𝑖 ) = −∑

𝑝 (𝜋𝑖 ) ∗ log(𝑝 (𝜋𝑖 )), restricting
deviations from uniform behaviour. For example, (the logit form
of) QRE can be seen as maximisation under an entropy constraint.
However, much research has shown the usefulness of incorporating
arbitrary prior beliefs (not just uniform) [18], motivating extensions
that measure the divergence from an arbitrary prior distribution
based on the Kullback-Leibler (KL) divergence DKL [46].

KL regularisation has shown success in relevant domains for
formally capturing these costs. For example, [36] demonstrates the
usefulness of a penalty for minimising DKL from expert policies in
tree search and [58] analyses DKL in a RL context for improving
convergence in two-player games. However, neither of these con-
siders the domain we propose here for better capturing human-like
play in complex multi-agent social systems.

Specifically, we propose using the following information pro-
cessing costs

𝐼 (𝜋, 𝑠, 𝑞) = DKL (𝜋 ∥ 𝑞) =
∑︁
𝑎∈𝐴

𝜋 (𝑎 |𝑠) log
𝜋 (𝑎 |𝑠)
𝑞(𝑎 |𝑠) (4)

to constrain 𝜋𝑖 from diverging too far from agents’ prior beliefs 𝑞 at
each state, limiting their strategic abilities. Eq. (4) can also be seen
as equivalent to enforcing an𝐻 constraint when assuming the prior
beliefs are uniform (making connections with QRE, as discussed in
Section 5). Additionally, with this representation, the contribution
of a specific action 𝑎 to the divergence can be identified, e.g.,

𝐼𝑎 (𝜋, 𝑠, 𝑞) = 𝜋 (𝑎 |𝑠) log
𝜋 (𝑎 |𝑠)
𝑞(𝑎 |𝑠) (5)

meaning the adjustment to the reward function in Eq. (3) can be
directly linked to 𝑎 rather than 𝜋𝑖 , i.e.,

𝜋𝜆𝑖 (𝑎 |𝑠) = max
𝜋𝑖
E𝜋𝑖

[ ∞∑︁
𝑡=0

𝛾𝑡
(
𝑈 (𝑎𝑡 |𝑠𝑖,𝑡 ) − 𝜆𝐼𝑎𝑡 (𝜋𝑖 , 𝑠𝑖,𝑡 , 𝑞𝑖 )

) ]
(6)

which is advantageous for optimisation purposes. We use this for-
mulation throughout. As we sample more actions from this policy,
we would approximate DKL as 𝐼 (𝜋, 𝑠, 𝑞) = ∑

𝑎∈𝐴 𝐼𝑎 (𝜋, 𝑠, 𝑞).
In RL, information-theoretic regularisation is often employed to

enhance the convergence or robustness of algorithms. For instance,
Proximal Policy Optimization (PPO) utilises a DKL penalty term to
prevent excessively large changes in the policy during training steps
and improve the convergence. Similarly, the Soft Actor-Critic (SAC)
algorithm employs DKL in its policy improvement step, limiting
divergence from the previous Q-function [31]. Moreover, Maximum
Entropy RL introduces an entropy term to enhance exploration, con-
vergence, and robustness [20, 21]. In contrast, our approach restricts
divergence from an arbitrary prior belief 𝑞 to reflect the constraints
in information processing present during human decision-making

rather than being aimed at improving the algorithm’s convergence.
These prior beliefs 𝑞 (also called "magnets" [58] or "anchors" [36])
may change throughout training and inference (e.g. with updated
information) and can take many forms, for example, demonstrating
bias towards certain actions, encoding heuristics, averaging over
past decisions, or preferring historically well-performing actions.

3.1.3 Heterogeneous Behaviours. Effectively learning behaviours
that capture the diversity of the population’s decision-making is
crucial for integration into agent-based simulations.

Two initial approaches could be employed for capturing het-
erogeneous skills of agents: Firstly, learning optimal (homoge-
nous) behaviours 𝜋∗ as in Eq. (1) and applying heterogeneous
bounds at inference, e.g., 𝜋𝑖 = 𝜋∗ + 𝜂𝑖 , where 𝜂𝑖 is a noise term.
Secondly, individual learning with heterogeneous 𝜆’s, i.e., 𝜋𝑖 =

max𝜋 E𝜋
[∑∞

𝑡=0 𝛾
𝑡
(
𝑈 (𝑎𝑡 |𝑠𝑖,𝑡 ) − 𝜆𝑖 𝐼 (𝜋, 𝑠𝑖 , 𝑞𝑖 )

) ]
. In the following sec-

tion, we describe why these approaches are insufficient before
proposing an alternative that overcomes these limitations.

Post-hoc bounds at inference. One potential approach involves
optimising 𝑈 without including information processing costs dur-
ing training (eliminating boundedness) to learn 𝜋∗. Subsequently,
this boundedness parameter is applied only to the learned poli-
cies during inference 𝜋𝑖 = 𝜋∗ + 𝜂𝑖 , where 𝜂𝑖 is the noise term. For
example, [8] applies dropout during simulation, and noisy intro-
spection applies noise into the decisions relaxing the equilibrium
requirement [28]. Such methods introduce a range of skill levels in
action execution, e.g. through introducing noise 𝜂𝑖 into the action
selection process. However, if heterogeneous bounds were imple-
mented in this manner, agents would not learn how to adapt to
the behaviour of other bounded agents, as the best response to the
optimal policy is not necessarily the best response to a noisy policy
𝐵𝑅(𝜋∗) . 𝐵𝑅(𝜋𝑖 ). To illustrate this point, consider a simple rock-
paper-scissors (RPS) environment. In RPS, the perfectly rational
equilibrium policy is 𝜋∗ = {𝑝 (R), 𝑝 (P), 𝑝 (S)} = { 1

3 ,
1
3 ,

1
3 }. However,

if agent 2s policy is instead fixed as 𝜋2 = { 0
3 ,

0
3 ,

3
3 } (e.g. they are

boundedly rational and biased towards playing 𝑆), the rational best
response for agent 1 is 𝜋1 = 𝐵𝑅(𝜋2) = { 3

3 ,
0
3 ,

0
3 }. Had agent 1 not

observed 𝑎2 ∼ 𝜋2 during training, they would not have learned
to exploit 𝜋2. While a simple example, this consideration becomes
pivotal in demonstrating the emergence of auto-curricula [6]. To
capture the interplay among heterogeneously skilled agents, the
notion of boundedness must be present throughout the learning
process rather than only during inference.

Individual Learning. An alternative approach involves assigning
heterogeneous processing penalties 𝜆𝑖 to each agent 𝜋𝑖 = 𝜋𝜆𝑖 in
Eq. (3), e.g. with heterogeneous logit responders [30]. In this sce-
nario, any standard MARL algorithm could be employed, wherein
all agents, each governed by their unique constraint, strive to opti-
mise their rewards, adjusting their behaviours in response to the
observed outcomes. However, this method would prove inefficient
due to the necessity of learning 𝑁 individual policies and cali-
brating 𝑁 different processing costs 𝜆𝑖 (one for each agent). This
inefficiency becomes a crucial concern as ABMs often have a large
𝑁 . Additionally, the learnt policies would not generalise across
different 𝜆𝑖 , requiring retraining each time a new 𝜆𝑖 is introduced.
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It becomes clear we need a scalable alternative that can deal with
the heterogeneous boundedly rational behaviour of agents.

3.2 Shared Policy Learning
Rather than learning individual policies with heterogeneous 𝜆𝑖 ,
all aiming to solve Eq. (3), we wish to learn a generalised policy
𝜋 (. . . |𝑠𝑖 , 𝑖, 𝜆𝑖 , 𝑞𝑖 ). This representation treats agents’ prior beliefs
and processing resources as part of the observation space (and for
simplicity of notation, we will use 𝜋𝑖 (. . . |𝑠𝑖 ) = 𝜋 (. . . |𝑠𝑖 , 𝑖, 𝜆𝑖 , 𝑞𝑖 )),
enabling generalised policy learning based on these state observa-
tions. This formulation provides a way of efficiently representing a
diverse population of agents 𝑖 ∈ 𝑁 with varying bounds in strategic
reasoning abilities 𝜆𝑖 through a single parameterised policy with
an augmented observation space.

However, calibrating 𝜆𝑖 remains an important issue. While cali-
brating 𝜆𝑖 to each agent 𝑖 may seem ideal, this is computationally
impractical with larger 𝑁 , and additionally, could lead to overfit-
ting to specific behavioural parameters due to the large number of
required parameters (𝑁 ). Furthermore, in practice, as 𝜆𝑖 are unob-
served, assigning these values exactly is difficult.

We adopt an alternative approach to address this challenge by
assigning individual strategic processing resources as samples from
a probability distribution 𝜆𝑖 ∼ D, addressing the uncertainty of
the agents’ exact 𝜆𝑖 values and keeping the number of free parame-
ters low. Any D could be utilised (and the proposed approach is
agnostic to the particular distribution used), but here, we employ
the Gaussian distribution D = N(𝜇, 𝜎), where 𝜇 controls the mean
processing costs, and 𝜎 the heterogeneity. This way, we only need
to calibrate the parameters 𝜇 and 𝜎 (rather than 𝑁 separate param-
eters), which is typically << 𝑁 . For instance, when dealing with
𝑁 = 100 agents, we are calibrating just 2 parameters instead of 100,
helping to avoid overspecification. During learning, this sampling
approach allows for interpolation across a range of 𝜆𝑖 , reducing the
computational complexity and enforcing a "smoother" policy. This
smoothness arises from observing many different behaviours dur-
ing training, resulting in a more robust policy forced to interpolate
across 𝜆𝑖 values, reducing the potential of overfitting.

Shared Policy

𝜋 𝒟
Environment

Reward r1, r2,... rn
 

New State s1, s2,... sn

Action a1

Supertype

 

μ, σ
Calibrated to data

Real world outcomes
λ1 λ2 λN

Action a2

Action an

Regularisation for Boundedness strength

λi  ~  𝒟
μ, σ

Figure 1: Proposed Approach: Shared policy learning with
heterogeneous bounds through agent supertypes.

To learn a generalised policy 𝜋D for 𝜆𝑖 ∼ D, we use agent
supertypes [63], enabling efficient scaling through shared policy

learning, while still capturing a range of behaviours. Agent super-
types have exhibited promise, particularly in applications such as
calibrating rational behaviour in over-the-counter markets [62].
However, the potential for incorporating heterogeneous strategic
reasoning skills to better approximate human decision-making has
yet to be explored. Here, we propose a novel approach to extend the
use of supertypes to capture diverse bounded rational behaviours
based on the regularised policies introduced in Eq. (3).

Under the proposed approach, a regularised policy for the super-
type is established 𝜋D , which is exposed to different regularisation
strengths 𝜆𝑖 ∼ D throughout training. 𝜋D learns to extrapolate
over the regularisation strengths, reducing the number of policies
to train while still enabling heterogeneous behaviour. Through
this process, agents learn to adapt their behaviour in response to
the varying processing resources across the agent population, ac-
counting for potential auto curricula. The inputs to the supertype
(𝜇, 𝜎) are calibrated such that that the simulation outcome closely
matches the real world dynamics (from the calibration data). An
overview of this high-level process is depicted in Fig. 1.

The shared policy 𝜋D takes an agent’s id 𝑖 , processing resources
𝜆𝑖 , and prior beliefs 𝑞𝑖 as inputs (as components of 𝑠𝑖 ). Including 𝑖
facilitates the learning of (potentially) competitive behaviour be-
tween agents of the same supertype. By adjusting the input 𝜆𝑖
values, 𝜋D can effectively demonstrate a spectrum of skill levels,
while only needing to learn a single (generic) policy. Allowing for
arbitrary 𝑞𝑖 accounts for the effect of various prior beliefs.

The underlying assumption of this supertype approach is that all
agents in the supertype have the same 𝑈 function; however, they
possess varying levels of skill in maximising 𝑈 . Given the inher-
ent uncertainty surrounding the precise nature of agent decision-
making, a compelling case is made for capturing a spectrum of
regularised behaviours. The regularisation offers dual advantages:
firstly, it enables deviations from perfect rationality in agent be-
haviour; secondly, it effectively encompasses uncertainties from
both the modeller’s perspective and the agents being modelled (i.e.,
uncertainty in the model’s formulation and the agents’ decision
processes) [18]. This motivation aligns with the use of bounded
rationality in situations characterised by fundamental uncertainty
of the agent [26] and also helps to address concerns regarding mod-
eller judgement (e.g. model misspecification) by permitting a range
of information-constrained behaviour [54].

4 EMPIRICAL RESULTS: 𝑛−AGENT SETTINGS
To verify that the proposed approach can capture a range of interest-
ing behaviour not predicted by the analytically derived equilibrium
or standard state-of-the-art MARL approaches, we compare the
predictions from the proposed model against these approaches on
a range of canonical 𝑛-agent economic environments involving
human participants.

4.1 Process Overview
We assess the performance of the proposed approach in three well-
established multi-agent economic environments: supply chains,

2The Cournot competition environments each carry 1
2 weight when computing the av-

erage to address the interdependence and avoid biasing the average ranking (although
in this case, the rankings would not change without such a weighting)
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Table 1: 5𝑥2-fold validation results for each environment.
Each cell displays the root mean squared errors as mean
± standard deviation, along with (rankings) for between-
environment comparison [15]. The last row presents the
average rank2. Lower rankings indicate better performance.

Rational MARL Proposed

Supply Chain 0.33 ± 0.004 (2.5) 0.33 ± 0.004 (2.5) 0.02 ± 0.005 (1)
Cournot
- Duopoly 0.16 ± 0.001 (3) 0.13 ± 0.001 (2) 0.04 ± 0.001 (1)
- Triopoly 0.16 ± 0.002 (3) 0.15 ± 0.002 (2) 0.03 ± 0.001 (1)
Cobweb 0.02 ± < 0.001 (2) 0.03 ± < 0.001 (3) 0.01 ± < 0.001 (1)

Rank 2.5 2.5 1

0.25 0.5 1.0 2.5 5.0 10.0
µ

0.
0

0.
05

0.
1

0.
25

0.
5

1.
0

σ
∗

Best

Worst

(a) 𝜇, 𝜎∗

0.00 0.25 0.50 0.75 1.00
σ ∗

Best

Worst

M
ea

n 
Ra

nk

(b) 𝜎∗ averaged across values of 𝜇

Figure 2: Triopoly calibration results for values of the bound-
edness parameter 𝜇 and heterogeneity parameter 𝜎∗

oligopolies, and cobweb markets. To validate our approach, we
leverage laboratory experiments conducted in each setting, com-
paring the predictions with actual human behaviour. We compare
the proposed approach with analytically derived solutions and a
state-of-the-art MARL algorithm (PPO). In each case, we perform
repeated 5x2cross-fold validation [15] to estimate the generalisa-
tion ability, ensuring the models do not overfit to the calibration
data. The squared 𝐿2-loss function (the mean squared error) is used
as our performance metric [16]. In the presented tables, we report
the root mean squared error for interpretability. To facilitate com-
parisons across environments, we use rankings based on resulting
errors (where the lowest error receives rank=1, and ties are split
by using the average rank had there been no ties) [15]. To calibrate
our model, we perform a grid search over 𝜇, 𝜎 values, choosing 𝜇, 𝜎
with the lowest training error for use on the unseen test set. The op-
timisation process never sees the test data. Additional experiment
details are given in the online appendix3 .

4.1.1 Calibration. The calibration results for one environment
(triopolies), displaying the values of the heterogeneity (𝜎∗) and
boundedness (𝜇) parameters, are shown in Fig. 2. Similar plots are
available for all environments in the online appendix. The proposed
approach offers the flexibility to incorporate perfect rationality or
homogeneity by setting 𝜇 = 0 (removing bounds) or 𝜎∗ = 0 (re-
moving heterogeneity). However, it’s noteworthy that the optimal
values never align with 𝜇 = 0 or 𝜎∗ = 0, highlighting the useful-
ness of both heterogeneity and processing costs across all three
environments. Furthermore, since homogeneity and unbounded
reasoning can be considered special cases of our proposed approach,

3Online appendix available at: https://arxiv.org/abs/2402.00787

this eliminates the need to determine such assumptions a priori (as
often required in many existing methods). Instead, our approach
enables the calibration of these properties based on the specific
environments of interest.

4.2 Results
The out-of-sample performance of each algorithm is compared
in Table 1. The proposed approach achieves the highest accuracy
across all three environments, resulting in the best overall rank.
The state-of-the-art (standard) MARL approach and the analytically
derived rational case generally perform equivalently, indicating that
the MARL algorithm approximated the true rational equilibrium
well. However, both the alternatives performed poorly in capturing
the experimental data, demonstrating that rationality and homo-
geneity are too strict of an assumption even in these relatively
simple multi-agent settings. These results motivate the relaxation
of perfect rationality and the introduction of skill heterogeneity
when using MARL to model complex systems.

To better understand the results and the reason for the improved
capabilities of the proposed approach, we analyse each environ-
ment in more detail. For each environment, we begin with a brief
description, before presenting the results.

4.2.1 Supply Chains.

Description. The supply chain environment is a capacity alloca-
tion problem with a single good with cost 𝑐 and price 𝑝 . There is
one supplier with a limited capacity 𝐾 , and 𝐼 retailers. Each retailer
𝑖 makes a request 0 < 𝑥𝑖 ≤ 𝑋, 𝑥𝑖 ∈ Z, and the supplier responds
by offering 𝑦𝑖 . Retailers are allocated goods proportionate to their
request 𝑦𝑖 ∝ 𝑥𝑖 :

𝑦𝑖 = 𝐾 × 𝑥𝑖∑
𝑗∈𝐼 𝑥 𝑗

(7)

inducing the potential for (rationally) inflated order sizes to en-
sure the required quantities are met. Each retailer receives a fixed
demand 𝐷 > 𝐾

𝐼
, i.e., resources are limited. The reward is given by

𝑈 (𝑥𝑖 ) = 𝐷 × (𝑝 − 𝑐) −𝜔 ×max(𝑦𝑖 −𝐷, 0) − 𝑠 ×max(𝐷 −𝑦𝑖 , 0) (8)

where 𝜔 is the wastage cost, and 𝑠 is the shortage cost (𝑠 = 𝑝 − 𝑐).
The rational (Nash) solution to this task, irrespective of 𝜔, 𝑠 (when
in the limited capacity case of 𝐾 < 𝐼 ∗ 𝐷), is for retailers to submit
their maximum request𝑋 , each retailer then receiving𝑦𝑖 = 𝐾

𝐼
units

due to the proportional allocation. Any lower of a request would
result in the retailer receiving 𝑦𝑖 < 𝐾

𝐼
< 𝐷 .

We utilise the experimental results of [11], with 𝐼 = 2, 𝜔 = 2,
and 𝑠 = 5. There were 30 subjects, composed of university students,
randomly paired in 30 repeated decision rounds to make a game
with two retailers in each round. The capacity is 𝐾 = 90, with each
retailer receiving demand 𝐷 = 50 and able to make a maximum
request of 𝑋 = 100. As 2𝐷 > 𝐾 , we are faced with limited capacity.

Results. The experimental results are displayed in Fig. 3, showing
substantial deviations from purely rational (Nash) play. The NE
is to request the maximum 𝑥𝑖 = 𝑋 = 100. The standard MARL
approach learns the NE here; however, this is a poor predictor of
what happens experimentally (Fig. 3). Experimentally, the most
commonly occurring requests are in the 60 − 80 range, far lower
than the NE. The proposed approach is a very good fit for the
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Figure 3: Supply Chain. Experimental data from [11] are
shown as grey bars. The proposed approach is shown in or-
ange. The standard MARL approach is shown as the dashed
purple line, and the NE is denoted by the black bar.

experimentally observed behaviour, capturing the overall trend,
demonstrating that subjects have varying strategic bounds, giving
rise to a range of outcomes not predicted by a rational representative
agent, and helping to motivate the bounded rationality assumptions.

4.2.2 Cournot Oligopoly.

Description. The Cournot competition is an environment mod-
elling oligopolies in a market. In a Cournot market, 𝐾 firms must
simultaneously choose what quantities 𝑞𝑖 ∈ Z of a homogenous
good to produce. The reward for firm 𝑖 depends on the market price
𝑝 of the good and the individual 𝑞𝑖 , i.e.:

𝑈𝑖 = 𝑝 × 𝑞𝑖 (9)

where 𝑝 is determined by the total production of all goods:

𝑝 = 𝐴 − 𝐵 ×
𝐾∑︁
𝑘=1

𝑞𝑘 (10)

We use the experimental data from [23, 32], for duopolies and
triopolies (experiments 7,8,9,10 from [23]). Following [32], we group
experiments 7, 10 (duopoly) together and experiments 8, 9 (triopoly)
together. In these experiments, 𝐴 = 2.4, 𝐵 = 0.04, and 8 ≤ 𝑞𝑖 ≤ 32.
There were 64 participants for the duopoly experiments, and 66 for
the triopoly, composed of university students.

Results. The results for duopolies (triopolies) are presented in
Fig. 4a (Fig. 4b). With the experimental data, we see a significant
deviation from both the rational behaviour and the standard MARL
predictions. The unique NE for duopolies and triopolies is 20 and 15
respectively. While these actions are the most common in each case,
these occurrences comprise ≤ 20% of the total decisions, and the
remaining ≈ 80% are sub-optimal decisions (under the assumption
ofmutual rationality). Again, the proposedmodel is a good fit for the
experimental data in both duopolies and triopolies, capturing this
significant deviation from the optimal choice while still capturing
the maximal peak from the experimental data.

Under the processing cost constraint, agents choose actions pro-
portionate to the expected reward and the level of regularisation
in their decision function (their skill level). This means there are
specific over representative peaks in the experimental data, for ex-
ample, at 15 and 25 in the duopoly case and 20 in the triopoly case,
which the model with uniform priors can not capture. These peaks
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(c) Duopoly with a priori preference towards prominent numbers
(10, 15, 20, 25, 30), reflecting a cognitive bias.

Figure 4: Cournot Oligopoly. Experimental data from [23]
is shown as grey bars. The proposed approach is shown in
orange. The standardMARL approach is shown as the dashed
purple line, and the NE is denoted by the black bar.

can not be explained from expected reward alone, as there is no
particular reason that 15 would have such high preference. Instead,
these demonstrate an a priori preference of the agents towards
particular prominent numbers (0, 5, 10, . . . ), a known cognitive bias
[10, 13]. Owing to the model’s flexibility in allowing for arbitrary
prior beliefs, this can be modelled with 𝑞𝑖 with higher weightings
on these prominent numbers. An example of the resulting decisions
when using such priors is shown in Fig. 4c, providing a significantly
improved fit, capturing all of the experimental peaks. We do not
use such a model when comparing results in Table 1, as this modifi-
cation was made post-hoc (after seeing the experimental data), but
it shows the usefulness of incorporating prior beliefs when known,
demonstrating an additional strength of the model.

4.2.3 Cobweb Market.

Description. In a cobweb market [35], there are 𝐾 producers who
must estimate the price 𝑝𝑖,𝑡 of a good at the next timestep 𝑡 . The
reward for a producer 𝑖 is based on the accuracy of their prediction
compared to the market price 𝑝𝑡 :

𝑈𝑖,𝑡 = max(0, 1300 − 260(𝑝𝑡 − 𝑝𝑖,𝑡 )2) (11)

which is lower bound by 0, e.g., the producers cannot receive nega-
tive utilities. Producers have no contact with others, but at the end
of each round, producers observe the realised market price 𝑝𝑡 .

The market price depends on the demand 𝐷 and supply curves
𝑆 . 𝐷 is linear with price and is subject to small normally distributed
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demand shocks 𝜂𝑡 , and 𝑆 non-linearly increases with the producer’s
expected price, i.e.,
𝐷 (𝑝𝑡 ) = 𝑎 − 𝑏𝑝𝑡 + 𝜂𝑡 , 𝑆 (𝑝𝑖,𝑡 ) = tanh(𝜓 (𝑝𝑖,𝑡 − 𝐾)) + 1 (12)

where𝜓 controls the non-linearity and stability of the market. The
realised market price is given by

𝑝𝑡 =
𝑎 − ∑

𝑘∈𝐾 𝑆 (𝑝𝑘,𝑡 )
𝑏

+ 𝜖𝑡 (13)

where 𝜖𝑡 ∝ 𝜂𝑡 . Under rational expectations, producers all predict the
price to be the intersection of 𝑆 and𝐷 , 𝑝∗, e.g., 𝑝𝑖,𝑡 = 𝑝 ∗+𝜖𝑡 ,∀𝑖 ∈ 𝐾 ,
meaning the rational predictions will, on average, fall in line with
the equilibrium price with fluctuations ∝ 𝜖𝑡 .

We utilise the experimental data of [35], with 𝑎 = 13.8, 𝑏 = 1.5,
𝜖𝑡 ∼ N(0, 0.5) and 𝜓 = 2. There were 36 participants, generally
undergraduate economics, psychology, and science students.

0 2 4 6 8 10
Realized price pt

0.00

0.05

0.10

0.15

Pr
op

or
tio

n

Rational
MARL
Proposed
Experimental

Figure 5: Cobweb Markets. Experimental data from [35] is
shown as grey bars. The proposed approach is shown in or-
ange. The standard MARL approach is shown as the dashed
purple line, and the black line denotes the rational expecta-
tions solution.

Results. The cobweb market results are visualised in Fig. 5, dis-
playing the distribution of realised prices 𝑝𝑡 . Both the standard
MARL approach and the rational expectations are poor predictors
of the observed phenomena from the experimental data. While
the mean of the experimental data often aligns with the rational
and MARL case, the distribution spread is far broader, indicating
persistent excess volatility, with much larger standard deviations
than those expected under the rational expectations hypothesis
or MARL approach. This is a noteworthy stylised fact of markets
incompatible with the rationality assumption of all agents [34, 35].
As excess volatility is known to occur in many markets [64], un-
derstanding the causes and being able to model this volatility is an
important use of ABM. The proposed approach offers a much better
fit, capturing the mean of the data and the overall distribution of
price fluctuations, reproducing the observed excess price volatility
(Fig. 5), providing an explanation of the endogenous formation of
excess volatility based on bounded rationality.

4.3 Key Takeaways
The proposed approach demonstrated strong out-of-sample per-
formance across these three economic and financial environments,
outperforming the comparisons and validating the model in con-
trolled environments. Specifically, we showcased the value of:

• Boundedness: Incorporating bounded rationality resulted
in substantially improved predictive accuracy (Table 1).

• Heterogeneity: Allowing for heterogeneous processing
costs improved upon assuming mutual consistency (Fig. 2b)

• Non uniform priors: Arbitrary prior beliefs explained phe-
nomena incompatible with deviations from expected utility
alone (Fig. 4c)

Additionally, while the proposed approach relaxes these three as-
sumptions, if desired, these can still be recovered as special (limit)
cases as discussed in Section 5. The benefit of the proposed ap-
proach is that these assumptions do not need to be established a
priori, rather they are calibrated to the environment of interest.

5 DISCUSSION AND RELATION TO
EQUILIBRIUM SOLUTIONS

Flexibility is one of the model’s strengths. However, this flexibility
comes at the expense of exact analytical tractability, and generally,
we are limited by the theoretical guarantees of the underlying RL
algorithm (here, PPO). Despite this, in this section we show the rela-
tion to the decision functions of other equilibrium solution concepts
and provide discussions on the equilibrium approximations.

Quantal Response Equilibrium. With homogeneous processing
costs 𝜆𝑖 = 𝜆 and uniform prior beliefs 𝑞𝑖 (𝑎) = 𝑞, the approach
can be seen as approximating QRE (as QRE converges to NE with
𝜆 → 0 [29], approximation of NE too). Using a similar formulation
to Section 3.1.1, with QRE, each agent chooses 𝑎 to maximise 𝑈 ,
subject to an entropy 𝐻 constraint:

max𝜋𝑖 (𝑎)𝑈 (𝑎 |𝜋−𝑖 ) subject to 𝐻 (𝜋𝑖 ) ≥ 𝐻min (14)

where 𝜋−𝑖 gives the action profile of the other agents. To derive
the quantal response decision function QR𝑖 , we use the method
of Lagrange multipliers and the principle of maximum entropy to
convert Eq. (14) into an unconstrained optimisation problem. Given
the usual constraints on the probability function (that QR𝑖 (𝑎) ≥
0,∀𝑎 and ∑

𝑎∈𝐴 QR𝑖 (𝑎) = 1), we get the following Lagrangian [18]:

L = −
∑︁
𝑎∈𝐴

QR𝑖 (𝑎)𝑈 (𝑎 |QR−𝑖 )−𝜁
(∑︁
𝑎∈𝐴

QR𝑖 (𝑎) − 1

)
+𝜆

(
𝐻 (QR𝑖 )−𝐻min

)
(15)

where taking the first order conditions and solving for QR𝑖 yields

QR𝑖 (𝑎) =
𝑒𝑈 (𝑎 |QR−𝑖 )/𝜆∑

𝑎′∈𝐴 𝑒𝑈 (𝑎′ |QR−𝑖 )/𝜆
(16)

To demonstrate that the decision function implied by the DKL
constraint in Eq. (4) (with uniform priors and homogenous 𝜆) re-
duces to the same functional form as Eq. (16), we get:

𝐼 (𝜋, 𝑠, 𝑞) =
∑︁
𝑎∈𝐴

𝜋 (𝑎 |𝑠) log
𝜋 (𝑎 |𝑠)
𝑞(𝑎 |𝑠) =

∑︁
𝑎∈𝐴

𝜋 (𝑎 |𝑠) (log(𝜋 (𝑎 |𝑠)) −𝐶)

(17)
plugging into L

L = −
∑︁
𝑎∈𝐴

𝜋𝑖 (𝑎 |𝑠𝑖 )𝑈 (𝑎 |𝜋−𝑖 ) − 𝜁
(∑︁
𝑎∈𝐴

𝜋𝑖 (𝑎 |𝑠𝑖 ) − 1

)
+

𝜆

(∑︁
𝑎∈𝐴

𝜋 (𝑎 |𝑠) (log(𝜋 (𝑎 |𝑠)) −𝐶) − 𝐼
) (18)
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and the decision function reduces to:

𝜋𝑖 (𝑎 |𝑠𝑖 ) =
𝐶𝑒𝑈 (𝑎 |𝑠𝑖 )/𝜆∑

𝑎′∈𝐴𝐶𝑒𝑈 (𝑎′ |𝑠𝑖 )/𝜆
=

𝑒𝑈 (𝑎 |𝑠𝑖 )/𝜆∑
𝑎′∈𝐴 𝑒𝑈 (𝑎′ |𝑠𝑖 )/𝜆

(19)

confirming equivalent functional forms to Eq. (16) under uniformity
and homogeneity. The key difference is QR𝑖 depends directly on the
policies of other agents QR−𝑖 , whereas 𝜋𝑖 captures this indirectly
via the state 𝑠𝑖 .

The QRE corresponds to a fixed point of these QR functions
[29], assuming that 𝜆 is homogeneous and common knowledge
among the agents. In contrast, under the proposed approach, rather
than explicitly attempting to find the fixed point solution, gradient
descent and simulation are used to find 𝜋𝑖 that maximises𝑈 , with a
neural network 𝑓 (with inputs 𝑠𝑖 including 𝑞𝑖 , 𝜆𝑖 ), and no common
knowledge of 𝜆 𝑗 , 𝑞 𝑗 , 𝑗 ≠ 𝑖 . The outputs of 𝑓 are |𝐴| logits (one for
each 𝑎 ∈ 𝐴), which are passed through a softmax function, giving
learnt policies of the form:

𝜋𝑖 (𝑎) =
𝑒 𝑓𝑖 (𝑎 |𝑠𝑖 )∑

𝑎′∈𝐴 𝑒 𝑓𝑖 (𝑎 |𝑠𝑖 )
(20)

where each agent is continually attempting to learn 𝑓𝑖 that max-
imises their expected reward from using 𝜋𝑖 (here using PPO with
Generalized Advantage Estimation [55]). Of course, except in very
specific settings [66], we do not have general convergence guaran-
tees, so we say the proposed approach approximates these equilibria.

The benefit of the proposed approach is the flexibility of 𝑓 in
allowing for various behaviours from heterogenous agents (e.g.,
varying 𝜆𝑖 and 𝑞𝑖 ) and computability when deriving the equilib-
ria would otherwise be intractable, such as when 𝜆𝑖 and 𝑞𝑖 are
not common knowledge. When allowing heterogeneous 𝜆𝑖 and 𝑞𝑖 ,
we approximate a Subjective Heterogeneous QRE [52], a type of
Bayesian equilibrium [24], where agents may have different (poten-
tially incorrect) subjective beliefs about the type distributions of the
other agents (in this case, the values of 𝜆𝑖 and 𝑞𝑖 in the population).

Relation to Rational Inattention. As mentioned in Section 2, the
key relevant work in this area is [45]. While we share a similar goal,
our work differs in some important ways. [45] requires estimating
the mutual information (MI) for processing costs using a separate
estimation engine. MI is defined over the joint probabilities as:

𝑀𝐼 = −
∑︁
𝑎∈𝐴

𝑝 (𝑎, 𝑠𝑖 ) log
𝑝 (𝑎, 𝑠𝑖 )
𝑝 (𝑠𝑖 )𝑝 (𝑎)

(21)

which has a dependence on the unconditional 𝑝 (𝑎) which must be
solved with approximation techniques [18]. As the divergence we
utilise in Eq. (4) does not have this same dependence, such estima-
tion is not required, providing an alternative formulation allowing
for arbitrary prior beliefs 𝑞𝑖 , useful for representing cognitive biases
(as demonstrated in Fig. 4c) or encoding behavioural heuristics. Fur-
thermore, as discussed, we allow for a range of heterogeneous agent
skills learnt through regularised policies, and propose an approach
for efficiently calibrating these policies with agent supertypes and
shared policy learning, both yet to be considered.

6 CONCLUSIONS
Agent-based models have much promise for explaining complex
phenomena in a broad range of disciplines. However, a key criti-
cism is how the behavioural rules are defined. Learning realistic

behavioural rules calibrated to real-world systems is essential to im-
prove the models and promote continued uptake. In this work, we
proposed an efficient MARL approach for inferring these decisions
by calibrating heterogeneously skilled learning agents to real-world
systems through shared policy learning and agent supertypes.

Under the proposed approach, agents possess diverse strategic
processing abilities, represented through regularisation in their
decision function. This regularisation is in the form of information
processing costs, leading to varying levels of boundedly rational
strategic behaviour, depending on the strength of regularisation.
This agent skill heterogeneity is a critical aspect of many systems
and is a departure from traditional equilibrium definitions. How-
ever, we demonstrate that this heterogeneity better captures many
phenomena, as demonstrated under the various laboratory settings
here and observed in many other real-world situations. For example,
in market settings, institutional investors may have higher access
to information and more extensive processing abilities than retail
investors, altering the resulting market dynamics and potentially
giving rise to behaviour deviating from the mutually consistent
equilibrium. Relaxing this strict notion of equilibrium allows mod-
elling a much broader range of dynamics.

The proposed approach does not impose strict assumptions on ra-
tionality, mutual consistency, or homogeneity but instead simulates
the emergent outcomes through learning among the interacting
agents. While these assumptions are not imposed, they can be re-
covered as special cases of the proposed approach, eliminating the
requirement of determining which features are relevant a priori.
We evaluated the proposed approach in various economic environ-
ments, demonstrating improved out-of-sample predictive accuracy
compared to existing state-of-the-art MARL methods (PPO) and
analytically derived equilibrium solutions. This work provides a
valuable tool for modelling complex social systems and calibrating
these models to real-world dynamics, particularly when analytical
approaches become intractable, setting the foundation for more
advanced simulations, e.g. limit order books [41].

DISCLAIMER
This paper was prepared for informational purposes by the Artifi-
cial Intelligence Research group of JPMorgan Chase & Co and its
affiliates (“J.P. Morgan”) and is not a product of the Research De-
partment of J.P. Morgan. J.P. Morgan makes no representation and
warranty whatsoever and disclaims all liability, for the complete-
ness, accuracy or reliability of the information contained herein.
This document is not intended as investment research or invest-
ment advice, or a recommendation, offer or solicitation for the
purchase or sale of any security, financial instrument, financial
product or service, or to be used in any way for evaluating the
merits of participating in any transaction, and shall not constitute
a solicitation under any jurisdiction or to any person, if such solici-
tation under such jurisdiction or to such person would be unlawful.
© 2024 JPMorgan Chase & Co. All rights reserved.
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