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ABSTRACT
The integration of physiological computing into mixed-initiative
human-robot interaction systems offers valuable advantages in au-
tonomous task allocation by incorporating real-time features as
human state observations into the decision-making system. This
approach may alleviate the cognitive load on human operators by
intelligently allocating mission tasks between agents. Nevertheless,
accommodating a diverse pool of human participants with varying
physiological and behavioral measurements presents a substantial
challenge. To address this, resorting to a probabilistic framework
becomes necessary, given the inherent uncertainty and partial ob-
servability on the human’s state. Recent research suggests to learn
a Partially Observable Markov Decision Process (POMDP) model
from a data set of previously collected experiences that can be
solved using Offline Reinforcement Learning (ORL) methods. In
the present work, we not only highlight the potential of partially
observable representations and physiological measurements to im-
prove human operator state estimation and performance, but also
enhance the overall mission effectiveness of a human-robot team.
Importantly, as the fixed data set may not contain enough informa-
tion to fully represent complex stochastic processes, we propose
a method to incorporate model uncertainty, thus enabling risk-
sensitive sequential decision-making. Experiments were conducted
with a group of twenty-six human participants within a simulated
robot teleoperation environment, yielding empirical evidence of the
method’s efficacy. The obtained adaptive task allocation policy led
to statistically significant higher scores than the one that was used
to collect the data set, allowing for generalization across diverse
participants also taking into account risk-sensitive metrics.
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1 INTRODUCTION
Over the past few years, Artificial Intelligence (AI) technologies
have become widespread, playing a crucial role in automation
across various industries and improving efficiency and productivity
[24]. Hand in hand with the diffusion of AI, the need for regula-
tions has been added to the agendas of law- and policy-makers. For
instance, the recent European Union (EU) AI Act [17] promotes
responsible AI deployment, emphasizing the need for robustness,
interpretability, and human supervision, particularly relevant in
Reinforcement Learning (RL). The integration of humans in the
workflow of Machine Learning (ML) models has been conceived in
multiple ways [45]. This field, called Human-In-The-Loop (HITL)
ML [45], has been deemed necessary across several applications that
require high-quality output and partial or total human supervision.

In this work, we focus on a specific niche of HITL-ML: HITL-RL
and in particular HITL Offline RL (HITL-ORL). Offline RL can be
seen as a completely separate branch of the RL community, aiming
to obtaining an optimal control policy for an agent in an offline
setting using a fixed batch of demonstrations. It is particularly well-
suited to settings where the AI agent interacts with humans. In
these scenarios, running parallelized and massive amount of simula-
tions to train the agents is difficult or infeasible, since data collection
involving human beings can be expensive, time-consuming, and
possibly dangerous. Note that in the HITL-ORL context we con-
sider, learning is not supervised by the human in the loop [2]. On
the contrary, the human presence (i.e. the human included in the
system) [47, 55] provides additional uncertain and partial observ-
able features - as some relevant information about the human is
not directly observable [53] - and poses significant difficulties for
learning a policy with ORL methods. We specifically consider the
context where ORL is used to obtain a control policy to drive the
allocation of tasks between agents [27, 31, 54]. The control system
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we aim to obtain should compute adaptive control policies, taking
into account not only mission-related markers but also the state
and behavior of the human operator.

Partially Observable Markov Decision Processes (POMDPs) have
been used to make decisions in Human-Robot Interaction (HRI) [22]
to deal with environment uncertainty and partial observability [20,
47, 48]. POMDPs allow for principled decision-making when human
behavior is involved, including scenarios that involve multimodal
observations (speech, eye gaze, and pointing gestures) [29, 46–48,
52, 55]. POMDP-based approaches are applied in various human-
machine interaction cases, including robotics [38, 47, 48], medical
diagnosis [59], and assisting students [56]. POMDP models in HRI
are typically specified by experts [20], either fully or partially. Some
research explores the possibility of robots learning parts of the
POMDP model from user interactions, even in cases with unknown
reward functions or observation models [47, 55]. However, as far as
we know, no work has addressed in a unified manner the challenge
of learning POMDP models from a fixed and limited data set, and
the challenge of computing robust policies to the resulting (possibly
inaccurate) models.

As previously stated, ORL aims to address the particular case
when AI agents interact with the environment in contexts where
trial-and-error learning could result in disastrous consequences
[39, 50]. In ORL, the learning phase leverages a pre-collected data
set. As discussed, the presence of humans, as part of the system,
impacts the initial data set’s informativeness in several ways: in-
creased environmental stochasticity due to unpredictable behavior,
limited data set size, and augmented biases. Addressing these chal-
lenges necessitates advanced ORL algorithms, such as [33, 40, 58? ].
Interestingly, these model-based or model-free algorithms mainly
focus on computing risk-sensitive or robust policies that could han-
dle model uncertainties. Unfortunately, the state-of-the-art ORL
algorithms [6, 33, 40, 49, 58? ] were not designed to work with
partially observable environments. Recently, Janner et al. [30] and
Chen et al. [12] propose Transformer-based Deep Neural Network
architectures that also deal with partial observable scenarios, but
most Transformer-based methods do not perform at their best when
confronted with limited data sets [57].

On top of this, which algorithm should a practitioner use among
the many available ones? Interestingly, Angelotti et al. [4] proposed
Exploitation vs Caution (EvC), a method for offline risk-sensitive
policy selection in low-dimensional Markov Decision Processes
(MDPs) that resorts to a Bayesian estimate of model uncertainty
starting from a fixed and restricted set of previously collected expe-
riences. EvC selects the most performing policy in a set of candidate
ones by computing offline policy evaluation in a Monte Carlo fash-
ion. By exploiting a Bayesian representation of model uncertainty,
several models are sampled from the Bayesian posterior and every
policy in the candidate set is evaluated on those models until the
estimate of a quantile of the distribution of performance (according
to model uncertainty) falls within a desired confidence interval.
Then, the best policy according to a risk-sensitive metric is selected.
Although this method does not scale for high-dimensional decision
processes, it seems promising to adapt it to select risk-sensitive
policies for data-driven POMDPs, thereby considering model uncer-
tainty and including partial observability, in a data-frugal regime.
In this sense, we address in a unified way the challenge of learning

a POMDP model and of computing robust policies for the resulting
(possibly inaccurate) model. In this exciting context, the contribu-
tions of the present work are the following:
• We propose a methodology to approximate a POMDP model
including a Bayesian representation of model uncertainty,
and we implement it through a problem-specific pipeline rep-
resenting a Human-Robot Interaction study case. In detail,
the starting limited data set is the result of eighteen human
operators who interacted with the robotic system in labora-
tory settings using a random interaction policy. Using this
data set, the Human-Robot system is modeled as a POMDP,
achieving an interpretable state space representation and a
Bayesian representation of model uncertainty.
• We extend the EvC policy selection method to consider
model uncertainty in partially observable domains. To do
this, we first compute different policies for the data-driven
POMDP model. Then, by resorting to the Bayesian formal-
ism and Monte Carlo sampling, we extend the EvC method
to handle partial observable domains and to select the safest
policy according to a risk-sensitive measure and POMDP
model uncertainty.
• We compare the robustness and the performance of the ob-
tained robust POMDP policy with that used to collect the
original data set, among others. This comparison is done by
performing a novel set of experiments involving twenty-six
human operators in laboratory facilities. The obtained robust
POMDP policy led to statistically significant higher scores
than the one that was used to collect the data set, allowing
for generalization across diverse participants.

The paper is organized as follows: in the next section, we briefly
review the technical background and related works. Then, in Sec-
tion 3, we present the environment used for data collection and
evaluation. In Section 4, the applied methodology is described, and
in Section 5, we present our validation experiments and results. The
paper concludes with a discussion and future work perspectives.

2 BACKGROUND AND RELATEDWORKS
(PO)MDP Framework. Markov Decision Processes (MDPs) are a

general mathematical framework that can describe the discrete-time
progression of a Markovian stochastic process, while the actions of
an agent can impact its evolution [44]. Partially Observable Markov
Decision Processes (POMDPs) are an extension of the MDP frame-
work in which the agent has access only to partial observations of
the state of the environment [36]. In both cases, the agent receives a
reward signal 𝑟𝑡 ∈ R from the environment at each time step. Note
that a Hidden Markov Model (HMM) can be seen as a particular
POMDP case in which the state transition function does not de-
pend on the actions and the reward function is not defined. Usually,
solving a (PO)MDP means computing a policy, i.e. a function or a
set of rules, that allows the agent to take actions to maximize the
discounted expected cumulative reward obtained along a possible
trajectory, E[∑∞𝑡=0 𝛾𝑡𝑟𝑡 ], where 0 < 𝛾 < 1 is the discount factor.
The agent can compute such a policy by solving a (PO)MDP. How-
ever, solving a POMDP for an infinite time horizon is undecidable
[43], and usually only approximate solutions can be obtained in
reasonable time [36].
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Offline POMDP model learning and solving. When partial observ-
ability enters the scene, learning a model from demonstrations
becomes an exceedingly complicated task. Nevertheless, offline
POMDP learning is of great importance as a representative model
of the system dynamics might be impossible to be written by hand,
especially when there are humans in the loop. An important issue
in offline POMDP learning is intrinsic and rooted at the founda-
tion of any possible learning procedure: which representation is
the most appropriate? Remember that in a POMDP, the agent has
only access to observations, while the system evolves over time by
transitioning across changing, partially observable states. To imple-
ment any learning algorithm, one must first deal with the choice
of how to represent the (hidden) state space. A second main issue
is model uncertainty. For instance, in the case of a discrete MDP,
it is relatively straightforward to include uncertainty about the
model estimate within a Dirichlet distribution, initialized with the
frequency of transitions in the data set. However, such convenient
modeling is not available when dealing with POMDPs. Moreover,
one should account for not only the uncertainty about the transi-
tion function but also the observation function. Offline POMDP
learning is a problem far more difficult than offline MDP learning.

Offline POMDP learning has been investigated by the research
community, but to the best of our knowledge, no one has managed
to develop a general approach. The majority of existing methods
that learn a POMDP offline to address planning for robotics de-
fine the representation with expert guidance. In the works from
[5, 23, 56], the POMDP representation is provided by an oracle, and
only transition and observation functions are learned. The work in
[8] assumes that the states are described by discrete variables and
the observations can be just a subset of the latter. In the context
where the histories composing the data set have been generated
by an unknown POMDP, the work in [19] shows that choosing a
discrete state space with a lower dimensionality than the original
one can help reduce overfitting and hence yield relevant policies.
Interestingly, the same work also advocates that reducing the dis-
count factor during planning can further benefit the performance
of the policy at the time of deployment. Since learning a POMDP
model from data is already challenging, model uncertainty is a
difficulty that very few approaches have attempted to include and
address. The works in [5, 14] acknowledge that a learned trivial
model might not be representative enough. For this purpose, they
established a Bayesian framework from which models are extracted
by a Bayesian prior. However, model uncertainty is then reduced in
an online setting by allowing the agent to interact with an oracle.

In this context, and inspired by the Bayesian framework pro-
posed in [5, 14], we believe that extending a method for offline
risk-sensitive policy selection resorting to a Bayesian estimate of
model uncertainty, namely Exploitation vs Caution [4], to POMDPs,
could be useful for selecting the most risk-sensitive policy among
those obtained using different solvers and/or varying hyperparam-
eters - e.g. 𝛾 as suggested by François-Lavet et al. [19]. Indeed, in
a (PO)MDP, 1 − 𝛾 can be interpreted as the time-step probability
to exit from the modeled stochastic process [37]. Jiang et al. [32]
shows that in the context of data-driven model learning there is an
optimal discount factor 𝛾∗ < 𝛾 < 1 that should be used to compute
a policy for eventual real-world deployment. In light of this, our

approach aims to use EvC and select a policy computed with a
discount factor estimated to be closer to 𝛾∗.

3 THE FIREFIGHTER ROBOT GAME
The environment under study consists of a serious game, which
can be played at robot-isae.isae.fr, designed to generate deleterious
cognitive states in human operators during the missions they carry
out with an artificial agent, mainly due to multitasking, uncertainty,
and time pressure. Such situations are known to generate stress
and cognitive workload, thus impacting human agent performance
[13, 15, 16]. Deleterious mental states affecting performance can
be estimated using physiological computing [18, 53]. For instance,
metrics such as the Heart Rate (HR) and the Heart Rate Variability
(HRV) are known to be impacted by workload [26]. With this in
mind, we believe that exploring human behavioral and physiologi-
cal features in the construction and evaluation of human-system
interaction policies is particularly promising. In this context, our
goal is to use ORL to develop a robust policy for an interaction
controller within a quasi-mixed initiative interaction system - the
system adapts its behavior based on several mission parameters,
including those related to the human operator.

Brief environment description. The Firefighter Robot Game (FRG)
[9, 11, 15] is a scenario where a human teleoperates a robot to
extinguish fires in a confined area. The forest has nine trees that
can catch fire, and the human-robot teammust put out as many fires
as possible within 10 minutes. The robot has limited battery power,
a water tank for extinguishing fires, and a thermometer to monitor
its temperature. The robot must recharge at an energy supply zone
and refill its water tank at a water pool. However, the pool’s walls
are susceptible to leaks and necessitate manual intervention for
mending. Additionally, filling the pool requires precise control of
the movement of a moving filling nozzle.

An automated controller manages the human-robot interaction,
switching between automatic and manual modes and activating
or deactivating alarm notifications. In automatic mode, the robot
prioritizes battery recharging and embedded water tank refilling. It
navigates to the energy supplier or water pool when resources are
low. However, the human operator is required to manage, repair,
and refill the water pool. When battery and tank levels are suffi-
cient, the robot finds the shortest path to the nearest burning tree
and extinguishes the fire. In manual mode, the human operator re-
motely controls all robot actions, including navigation, recharging,
temperature monitoring, and water dispensing.

Data collection. Data were collected in a former study involving
18 participants [10]. These participants underwent four missions,
preceded by electrocardiogram (ECG) setup and eye-tracking cali-
bration. Each mission was preceded by a rest period and followed
by the filling of surveys and a break. During missions, the robot
mode (automatic or manual) changed randomly every 10 seconds,
as did the activation of the alarm system. Metrics such as robot
parameters, mission states, operator actions, ECG and eye-tracking
data were recorded. Artifacts were removed from live ECG data
to compute the HR and HRV measurements. Rest data helped to
compute normalized HR and HRV metrics for each mission and par-
ticipant. Eye-tracking data consisted of the number and duration of
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fixations in five areas of interest (see [10] for more details). Human
actions on the interface, such as keystrokes and clicks, were also
recorded. These characteristics were computed using 10-second
intervals, and associated with the current robot’s automation mode,
and status of the alarm system. Henceforth, this data set will be
denoted asD. The success of a mission is quantified by the number
of fires extinguished, overlooking other human-centric metrics.

4 RISK-SENSITIVE ORL WITH PARTIAL
OBSERVABILITY

The Figure 1 illustrates the proposed pipeline. The data set D was
used as input for ORL. We adopted a model-based approach, such as
using a POMDP representation, for its superior interpretability. The
POMDP’s hidden states marked team performance, while the visible
ones indicated robot autonomy mode and alarm status. We consid-
ered four actions: put-manual-alarms-on, put-manual-alarms-off,
put-automatic-alarms-on, put-automatic-alarms-off. For the partial
observable case, we considered an observation set identical to the
state set as suggested by [8, 19]. Note that the observability con-
cerning robot mode and alarm status is complete, although the
observability concerning the current human-robot team perfor-
mance is - by definition - partial. To learn the dynamics of such a
model and the respective observation function, the methodology
applied is hereafter described.

Data split. The mission score in D, which represents the total
number of extinguished fires throughout an entire mission, guided
data splitting and classifier training to map high-dimensional ob-
servations (raw recorded data) into a low-dimensional variable,
whose two possible entries are performant and non-performant.
Specifically, the batch D consists of 72 mission recordings, each

B
at
ch

of
e x

pe
ri
en

ce
s

(D
)

human actions on the
interface, scores, robot

parameters, etc.

Batch of experiences (  )

HMM representation
definition

Batch partitioning
and labeling Classifiers training

Observation function and
Bayesian prior definition HMM dynamics learning

POMDP model definition Robust POMDP solving

Risk-sensitive ORL with partial observability

Validation experiments (         )

4 pseudo-randomized runs:
- random policy
- MDP robust policy
- POMDP robust policy
- FA policy

human actions on the
interface, scores, robot

parameters, etc.

Batch of experiences (  )

HMM representation
definition

Batch partitioning
and labeling Classifiers training

Observation function and
Bayesian prior definition HMM dynamics learning

POMDP model definition Robust POMDP solving

Risk-sensitive ORL with partial observability

Validation experiments (         )

4 pseudo-randomized runs:
- random policy
- MDP robust policy
- POMDP robust policy
- FA policy

human actions on the
interface, scores, robot

parameters, etc.

Batch of experiences (  )

HMM representation
definition

Batch partitioning
and labeling Classifiers training

Observation function and
Bayesian prior definition HMM dynamics learning

POMDP model definition Robust POMDP solving

Risk-sensitive ORL with partial observability

Validation experiments (         )

4 pseudo-randomized runs:
- random policy
- MDP robust policy
- POMDP robust policy
- FA policy

R
is
k-
se
ns

it
iv
e
O
R
L

w
it
h
pa

rt
ia
l

ob
se
r v
ab

il
it
y

human actions on the
interface, scores, robot

parameters, etc.

Batch of experiences (  )

HMM representation
definition

Batch partitioning
and labeling Classifiers training

Observation function and
Bayesian prior definition HMM dynamics learning

POMDP model definition Robust POMDP solving

Risk-sensitive ORL with partial observability

Validation experiments (         )

4 pseudo-randomized runs:
- random policy
- MDP robust policy
- POMDP robust policy
- FA policy

V
al
id
at
io
n

e x
pe

ri
m
en

ts
(D

𝑣
𝑎
𝑙
)

human actions on the
interface, scores, robot

parameters, etc.

Batch of experiences (  )

HMM representation
definition

Batch partitioning
and labeling Classifiers training

Observation function and
Bayesian prior definition HMM dynamics learning

POMDP model definition Robust POMDP solving

Risk-sensitive ORL with partial observability

Validation experiments (         )

4 pseudo-randomized runs:
- random policy
- MDP robust policy
- POMDP robust policy
- FA policy

Figure 1: Illustration of the proposed methodology.
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Figure 2: Example of how the batch is split.

containing several feature vectors labeled by the mission’s global
score. However, to infer the system state variable concerning perfor-
mance (including the mental engagement of a human operator), we
need to evaluate a local measure of efficiency. To do this, we assume
that during missions with a low score, the team exhibits constant
non-performant behavior and, conversely, during missions with a
very high score the team exhibits constant performant behavior.
Hence, the time steps of the missions in the First Quartile (with re-
spect to the final score) are labeled as non-performant (red in Fig. 2)
and the ones in the top 25% (Fourth Quartile) as performant (green).
The time steps in the missions in the second and third quartiles
form the batch that will be used to learn the transition dynamics,
as we assume that there might be frequent changes in performance
status during missions with an average score.

Classifier training. Using the data set partitioned and labeled as
mentioned above, we train four different classifiers. These classifiers
provide an observation of the mission performance for the four
possible configurations of the two remaining visible state variables,
namely the robot autonomy mode (autonomous/manual) and the
alarm system status (on/off). Each trained classifier translates the
features, related to time steps with one of the four visible state
configurations, into a (noisy) observation of the hidden variable,
namely mission performance.

We opted to train four Extra Tree Classifiers as indicated by
Geurts et al. [21]. We preferred Extra Tree Classifiers to Random
Forests because the first produce results with reduced variance, even
though with a slight increase in bias. This decision fits well with
our objective, given that we aim for classifiers that can effectively
generalize across various participants who may present a varied
distribution in their measurements. The classifiers are trained using
a 10-fold Group (participant-wise) Shuffle Split cross-validation
approach to select the best hyperparameters with respect to the
balanced accuracy metric, initially using a Random Search and
then with a Grid Search method. The validation set contains 20%
of the data from the entire training set, and both sets include only
missions carried out by different groups of participants. In doing so,
we obtain the hyperparameters of the Extra Tree Classifiers that,
on average, minimize the generalization error on the validation set.

Observation Function and Bayesian prior. The EvC paradigm re-
quires a Bayesian representation of model uncertainty. We note that
the diagonal elements of the confusion matrix associated with each
classifier enumerate the number of samples correctly classified by
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the respective algorithm. Conversely, the off-diagonal elements rep-
resent the number of samples classified as pertaining to a particular
class (as determined by the column index), while their actual label
belongs to a different class (as determined by the row index). Hence,
we propose using the confusion matrices of the classifiers to com-
pute Bayesian Dirichlet posteriors for an HMM observation func-
tion. Moreover, normalizing a confusion matrix by row yields an-
other matrix whose elements are 𝑂𝑖 𝑗 ≈ Pr

(
𝑂𝑡 = 𝑜 𝑗 |𝑆𝑡 = 𝑠𝑖

)
. These

last row-normalized confusion matrices could also serve as the
observation function for defining an HMM process. By defining an
observation function - either by sampling one from the posteriors
or simply by row-normalizing the prior - we can learn the dynam-
ics of an HMM via Expectation Maximization (EM) [7]. The latter
will be used to learn the dynamics of a POMDP model. Indeed, the
uniform randomness of the data collection policy allows the HMM
to be transformed into a POMDP.

POMDP model definition. We define the POMDP model, called
the trivial POMDP, that we will use both to obtain the robust policy
and to deploy the policy at execution time during experiments with
new human participants. Indeed, we will need this model to update
the belief in real-time. The trivial POMDP is obtained by using the
row-normalized confusion matrices as observation function and
the subsequent transformed HMM dynamics inferred via EM. As
reward function, we use the average number of fires extinguished
by the human-robot team in the original data-set for each state.

Robust POMDP solving. Inspired by the works in [19, 32], the triv-
ial POMDP was solved using SARSOP [36] with different discount
factors, producing diverse policies (Lines 2-4, Algorithm 1). We
then adapted the EvC algorithm for risk-aware policy selection in
the POMDP context. Non-normalized confusion matrices updated
Dirichlet priors expressing observation model uncertainty. Diverse
observation functions were sampled from these posteriors (Line
6), yielding different HMM dynamics (Line 7) and POMDPs (Line
8). Candidate policies were evaluated with these POMDPs (Lines
9-14), with beliefs updated based on the solved model. The Value-
at-Risk [51] at risk level 𝑞, i.e. the value of the q-order quantile,
set to 0.5, guided robust policy selection (Line 15). As a limitation
of the approach, we do not continue sampling models until the
estimates of the quantile for each policy falls within a confidence
interval, as in [4], due to computational time constraints. Neverthe-
less, although lacking theoretical guarantees, this method seems to
produce decent results in the tested scenario.

5 VALIDATION EXPERIMENTS
By performing validation experiments in the same environment
(the Firefigther Robot Game) with different participants than those
gathered during the initial data collection stage, the robustness and
transferability of the policies can be fairly assessed. Preliminary
power analysis was performed, requiring at least 30 participants to
perform a significant Friedman test with four groups at 0.95 power
(four policies will be compared). Participants were incrementally
recruited through electronic mail announcements and oral adver-
tising, and recruitment stopped when the experiment’s estimated
power reached 0.95. In the end, 26 participants (mean age 28.6, sd.
5.7; 7 females) took part in the experiments that were approved by

Algorithm 1: Robust POMDP solving and Risk-sensitive
Policy Selection
Input: Trivial POMDP, Γ set of discount factors, D batch of

trajectories, N𝑀 number of models to sample/learn,
N𝐸 number of histories per model, 𝑞 quantile’s order

1 Initialization:𝑀 ← ∅ (empty list), Π ← ∅ (empty list)
2 forall 𝛾 in Γ do
3 𝜋 ← Solve(Trivial POMDP, 𝛾)
4 Append 𝜋 to Π

5 for 𝑖 from 1 to N𝑀 do
6 Sample observation functions from the Dirichlet

posterior distributions
7 Learn transition functions using EM(obs. functions, D)
8 Append new POMDP model to𝑀
9 forall 𝜋 in Π do
10 𝐺𝜋 ← ∅ (empty list)
11 forall 𝑝𝑜𝑚𝑑𝑝 in𝑀 do
12 for 𝑖 from 1 to N𝐸 do
13 𝑅 ← Total reward of a generated trajectory
14 Append 𝑅 to 𝐺𝜋

15 𝜋∗ ← argmax𝜋∈Π VaR𝑞 [𝐺𝜋 ]
16 return 𝜋∗

our local ethics committee (CER-2018-070). From now on, the data
set including the validation experiments will be referred as D𝑣𝑎𝑙 .
Fig. 1 shows a participant taking part in the experiment.

5.1 Protocol
The introductory phase of the experimental procedure included
collecting informed consent, responsibility signatures, providing
explanations, calibrating physiological measurement devices, pre-
liminary training, and administering the Karolinska Sleepiness Scale
(KSS) [1] questionnaire. KSS is generally used to measure the par-
ticipants’ subjective fatigue; a higher post-experiment KSS score
can indicate significant drowsiness. The core procedure of the ex-
periments involved four missions in the FRG environment, each
applying a distinct interaction control policy. These policies were
pseudo-randomized among participants. Each run commenced with
a baseline recording of cardiac activity (see Fig. 5), then proceeded
to mission execution. Average HR and HRV during a 1-minute
resting period were used as baselines to normalize subsequent HR
and HRV values. Artifacts in HR and HRV measurements were
removed in real-time. Participants then completed the NASA-TLX
questionnaire [25], providing feedback on the perceived effort gen-
erated by the mission. Subsequently, they filled out a questionnaire
inspired by the work in [28], to provide feedback on the fluency of
the current adaptive policy before taking a 2-minute break.

The experiments were conducted with four interaction con-
trol policies: robust POMDP solution, robust MDP solution, a ran-
dom policy [10] (the very same data collection policy), and a pol-
icy where the robot mode was fixed to automatic with alarms.
These conditions were pseudo-randomized among participants.
The robust POMDP policy was computed as detailed in Sec. 4 with
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Figure 3: Computation of POMDP’s marginalized belief of performance 𝛽𝑡 along a mission run using the POMDP policy. The
control system switches the autonomy mode of the robot from manual to automatic (auto), and vice-versa. Notice how the
belief is different from the immediate observation, as multiple subsequent non-performant observations can be necessary for
the system to deem the state necessary to put the robot in automatic mode, e.g. from 𝑡 ≈ 100𝑠 to 𝑡 ≈ 150𝑠.

𝛾 = {0.7, 0.8, 0.9, 0.97, 0.98, 0.99} and sampling N𝑀 = 10000 mod-
els. For each sampled model, each policy was deployed during
N𝐸 = 10000 histories. The policy corresponding to 𝛾 = 0.98 was
selected because it had the highest estimated Value-at-Risk at risk-
level 0.5. The MDP robust policy was obtained as follows: once
the classifiers had been trained (third blue box in Fig. 1), instead
of learning an observation function and an HMM dynamics, the
classifiers were directly used to perform dimensionality reduction
on the part of the data set split to learn the dynamics, converting
hence the multi-dimensional and multi-modal time series of obser-
vations into time series of discrete states defining an MDP. On this
transformed set of discrete MDP trajectories, several data-driven
risk-sensitive baselines - e.g. soft-robust optimization [40] - were
executed, producing a set of candidate policies. Due to the low
state-action space dimensionality, the EvC algorithm drove risk-
sensitive policy selection, using the same criteria as for the POMDP
case. Surprisingly, the robust MDP policy resulted in a fully manual
mode with alarms, where the human operator was confronted to
the multitasking paradigm during the whole mission. In contrast,
with the Fixed Automatic (FA) mode interaction control policy, the
human faces an easier task with respect to the other interaction
conditions and is less prone to deleterious mental states. In practice,
we would like to use the automatic mode only when the human
operator is estimated unable to drive the robot, and not during
the whole mission. Hence, although the results obtained with this
policy are presented for discussion, its comparison with the policies
calculated by our method is outside the scope of this work. After
the four iterations, participants completed the KSS questionnaire
again. The entire experiment lasted approximately 1 hour and 30
minutes per participant, totaling 39 hours.

5.2 Results and Analysis
In this subsection, we elaborate on the results. The subsequent
analysis will cover robustness, data informativeness, data scarcity,
inter-subject variability, and the explainability of the implemented
approach. We will not discuss the comparison with the FA policy
because: (i) it was not learned from data using an ORL approach;
(ii) it served to establish the best possible average score of the envi-
ronment, in a focused sub-task distinct from other conditions; (iii)
in critical missions, such a policy is inadvisable due to the necessity
of operator vigilance and control (for responsibility issues).

POMDP policy. We start by analyzing qualitatively the POMDP
risk-sensitive policy. With this policy, the controller changes the

autonomy mode of the robot from manual mode to automatic mode
when the estimated marginalized belief of performance 𝛽𝑡 falls
below a given threshold - i.e. the system’s belief is that the state is
non-performant. This policy, obtained with the paradigm previously
outlined, is reasonable, since in D, the time steps associated with
the manual mode and performant operators were observed to be
related to a higher score, while time steps with a non-performant
operator had the highest reward when the robot was in automatic
mode. For illustration purposes, an online 𝛽𝑡 computation during a
mission run using the robust POMDP policy, along with observa-
tions received and deployed actions, is displayed in Figure 3.

Comparing the distribution of scores. Descriptive statistics for the
results can be found in Table 1. We started by comparing the score
distribution obtained with the random interaction policy evaluated
in data setD𝑣𝑎𝑙 with the data in the starting batchD, that was also
collected using a random policy (first line of Table 1). The Mann-
Whitney U test was conducted to compare the two independent
groups of scores. The test revealed a significant difference between
the groups (𝑈 = 686.0, 𝑝-value < 0.05), rejecting the null hypoth-
esis of no difference between the groups at the 5% significance
level. We can conclude thatD andD𝑣𝑎𝑙 , even when the interacting
policy is the same, do not follow the same distribution. This finding
underscores the challenge of our task, as we had to work with a
limited data set D and huge inter- and intra- subject variability.

Robustness. To assess whether applying an adaptive control pol-
icy leads to more robust results than deploying the policy used

Table 1: Descriptive statistics of the scores by interaction
control policy (random or learned) and data set.D is the data
set initially collected.D𝑣𝑎𝑙 is the data set including the results
of the experimental validation of the HITL-ORL pipeline.
Best value per metric is displayed in bold. FA states for Fixed-
Automatic control policy, leading to a single-task mission.

mean std min 25% Median 75% max
Policy

Random (D) 22.1 10.0 1.0 12.8 26.5 29.3 36.0

Random (D𝑣𝑎𝑙 ) 17.9 9.6 4.0 8.3 20.0 26.8 32.0
MDP (D𝑣𝑎𝑙 ) 22.7 7.6 6.0 18.0 22.5 28.8 39.0
POMDP (D𝑣𝑎𝑙 ) 23.4 5.7 14.0 18.5 24.0 27.5 37.0

FA (D𝑣𝑎𝑙 ) 25.6 5.0 9.0 25.3 27.0 28.0 32.0
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to collect the data, we performed a Friedman’s statistical test to
analyze the data of scores during the missions in D𝑣𝑎𝑙 . The results
revealed a significant difference among the policies (𝜒2 (3) = 13.07,
𝑝 < 0.01). Post-hoc analyses using the Wilcoxon signed-rank test
with a Hommel correction indicated that the Random policy (Me-
dian = 20) yielded significantly lower scores compared to the MDP
policy (Median = 22.5, 𝑝 < 0.05), and the POMDP policy (Median =
24, 𝑝 < 0.05). Hence, it is convenient to deploy a policy learned with
the proposed HITL-ORL method. Despite the better results of the
POMDP policy for risk-sensitive metrics in Table 1 (minimum score
more than double the minimum one achieved with the MDP policy,
and a lower standard deviation than the random/MDP policies), no
statistically significant difference was observed between the MDP
and the POMDP robust policies. The MDP policy maintains the
manual mode, so the mission is therefore entirely multi-tasking,
allowing users who are comfortable with this context to perform
better, but making others perform very poorly. With the POMDP
policy, the robot’s mode depends on user state estimation (Fig. 3).

Validity of the POMDP models. To assess the POMDP models we
calculate the POMDP belief for each time step, 𝛽𝑡 , that represents
the probability that during that time step the human-robot team is
performant. The said 𝛽𝑡 is computed for each mission, including
those run with a policy other than the POMDP one (obtained with
EvC using SARSOP). If the model is accurate, we anticipate a high
average belief of performance, 𝛽 = 1

𝑇

∑𝑇
𝑡=1 𝛽𝑡 in missions with high

scores, and vice-versa. Thus, we compute the correlation between
𝛽 and the score for each mission. The Spearman’s rank correlation
reveals a significant positive correlation between 𝛽 and the global
mission score (𝜌 (𝛽) = 0.325, 𝑁 (𝛽) = 153, 𝑝 (𝛽)-value < 0.001). In
Figure 4, we illustrate the relationship between 𝛽 and the mission
score, along with a fitted (monotonic) fifth-order polynomial. A
positive correlation suggests alignment of the POMDP with actual
events, despite classifiers with balanced accuracies around 0.67.
The Spearman’s correlation coefficient only identifies monotonic
correlations, without probing variable interdependence. To evaluate
dependence between 𝛽 and the score, we used the Randomized De-
pendence Coefficient (RDC) [41], using suggested hyperparameters
from the reference. The resulting RDC was 0.348, almost identi-
cal to the Spearman’s coefficient, suggesting a likely absence of
non-monotonic dependence between the variables.

Analysis of the used classifiers and Explainability. The confusion
matrices for the eight classifiers, four computed on the test set (in
D) and four on the data set obtained from the experimental results
(D𝑣𝑎𝑙 ) and split according to the same criteriumwere analyzed with
a two-proportion Welch’s t-test (see Supplementary Material [3]).
As the 𝑝-value is less than or equal to 0.05 for almost all states, we
can reject the null hypothesis that the classification outcomes have
equivalent proportions. As a result, at the very least, the classifiers
cannot be used for an accurate representation of the process we
aimed to model with both an MDP and/or a POMDP. This effect
can be due to data scarcity and insufficient data informativeness,
and also to an intense inter-subject variability both in the training
set in D and in the set of experimental results D𝑣𝑎𝑙 .

To study which features were important for the classifier we
used SHAP [42] (see Supplementary Material [3]). The normalized
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Figure 4: Scatter plot displaying the relationship between the
average belief of human-robot performance during amission
(x-axis) and the mission score (y-axis). A fifth-order (mono-
tonic) polynomial is fitted to show the positive correlation
between 𝛽 and the score. The shaded area represents plus or
minus one standard deviation of the residuals of the fit.

HRV (a cardiac feature) in the 10-second time window is among the
two most important features used for performance classification.
Since the HRV is obtained after the standardization procedure of
subtracting the resting baseline from the live measurement, any
anomaly or perturbation in the standardization can have a huge
impact on the classification. The explainability analysis provides
great insights into the usefulness of incorporating physiological
computing for HITL systems. However, inter-subject variability,
and improper processing may lead to unwanted results. The inter-
subject variability for the HRV at rest before each mission in the
batch data set is displayed in Figure 5. In spite of the normalization
attempts, we observed notable discrepancies in the recorded resting
HR and HRV baselines for the same individual across different
missions (see Supplementary Material [3]). The discrepancies were
even more pronounced for HRV measurements at rest: the disparity
between the maximum and minimum measurements of HRV at rest
per subject could be as much as eightfold (see Subject 6 in Fig5).

Subjective feedback from participants. A Wilcoxon signed-rank
test using the z-split method was conducted to analyze the KSS
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Figure 5: Rest HRV per subject before a mission. Since these
values are used to normalize the features to be used by the
ML model, variability could lead to a failure of the pipeline.
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scores before and after the experimental procedure. The test indi-
cated that the difference between the two sets of scores was not
statistically significant (𝑧 = 143.5, 𝑝 = 0.41). This means that par-
ticipants did not report subjective fatigue after the experiments,
suggesting they remained committed to the task. For the NASA-TLX
questionnaire scores, a Friedman’s test was performed to analyze
the overall rating, revealing a significant difference among the
policies (𝜒2 (3) = 36.98, 𝑝 < 0.001). Post-hoc analysis using the
Wilcoxon signed-rank test with Hommel correction showed a sig-
nificant difference between the ratings obtained when the controller
followed the fixed-automatic (FA) policy (Median = 40.0) and the
other policies with 𝑝 < 0.001 (Random, Median = 61.2; MDP, Me-
dian = 71.0; POMDP, Median = 65.3). These findings indicate that
the FA policy, as expected, is perceived as the less demanding policy;
and that the impact on the subjective workload of adaptive policies,
unfortunately, remains inconclusive. Surprisingly, the results of the
Fluency survey showed the FA policy (Median = 5.2) was perceived
as providing the most fluent interaction, while the MDP adaptive
control policy is considered the least fluent (Median = 2.0). A Fried-
man’s test was conducted to analyze the overall rating, revealing a
significant difference among the policies (𝜒2 (3) = 32.72, 𝑝 < 0.001).
Post-hoc analysis using the Wilcoxon signed-rank test with Hom-
mel correction showed a significant difference between the ratings
obtained for every pair of policies (𝑝 < 0.01), except for the pair
made of the Random (Median = 4.0) and the POMDP (Median = 4.5)
policies (𝑝 = 0.62). After discussion with participants, we speculate
that FA policy (the easier experimental condition in which no adap-
tive interactionwas used, as the robotwas navigating autonomously
all the time) favored some participants’ experience. They reported
that they could concentrate on the tank management tasks because
they were confident in the robot’s behavior, thus preferring such a
constant task allocation policy. Despite this, we believe the findings
on the random policy and adaptive POMDP policy comparison
warrant further investigation to better understand the potential of
the latter in enhancing human-robot interaction experience and
performance (see Table 1).

6 CONCLUSIONS AND FUTUREWORK
In this work, we propose a methodology to approximate a POMDP
model that includes a Bayesian representation of model uncertainty.
We implement this through a specific use-case: the Firefighter Ro-
bot Game, a human-robot interaction proof-of-concept scenario.
Physiological and behavioral features were integrated into the sys-
tem, providing useful insights for calculating an interaction control
policy, which determines the robot’s autonomy during the mission.
The control policies were obtained in an offline setting using only
a previously collected set of human-robot interaction experiences.
This data set comprised data from eighteen human operators who
interacted with the system in laboratory facilities using a random
interaction policy. The FRG is modeled as a POMDP, achieving an
interpretable state space representation and a Bayesian representa-
tion of model uncertainty.

Given the limited size of the data set and the relatively small
number of volunteers, we assumed that we did not possess enough
information to capture the full stochastic description of the en-
vironment. Therefore, we resorted to the Bayesian formalism to

estimate uncertainty over the set of possible models, taking in-
spiration from the EvC [4] method. More precisely, we extended
the EvC policy selection method to consider model uncertainty in
partially observable domains. To do this, we first computed a set
of different policies for a data-driven trivial POMDP model using
different discount factors (𝛾 ’s). Then, using Bayesian formalism and
Monte Carlo sampling, we exploited model uncertainty to select
a policy from among the set of candidate policies, according to a
risk-sensitive metric.

We compared the robustness and the performance of the ob-
tained adaptive POMDP policy with that used to collect the original
data set, among others. This comparison was made by performing
a new set of experiments involving twenty-six human operators
in laboratory facilities. The experiments showcased that the pro-
posed paradigm led to significantly higher performance than that
obtained with the data collection policy. Furthermore, our results
suggest that considering partial observability is propaedeutic to
more robust policies. Moreover, by scrutinizing our experimental
results, we identified several obstacles to the application of ORL,
particularly highlighting the opportunities and challenges that arise
when a human operator is included in the environment. Data repre-
sentativeness and scarcity were major concerns; proper statistical
tests were necessary to individuate these issues. A lack of suffi-
cient diversity in data sets hindered generalization and would have
required appropriate diverse recruitment campaigns and possibly
more data. Nevertheless, the statistical tests showed a positive cor-
relation between the belief in the human-robot team’s performance
and the mission score.

Regarding the classifiers used to map high-dimensional raw fea-
tures into a low-dimensional observation space, we note that they
relied heavily on physiological markers like standardized HRV for
classification. The approach used to normalize HR andHRV features
by subtracting resting baselines revealed potential discrepancies. As
classifiers may favor these features, results could be compromised.
On one hand, implementing an efficient experimental protocol that
considers physiological and behavioral measurements and their
variability among participants remains an open question. On the
other hand, addressing partial human state observability and imple-
menting ORL methods to handle model uncertainty can mitigate
the effects of poor data curation and scarcity, thereby improving
generalization.

Perspectives. Future work could encompass modifying the FRG
to allow the human operator to set the autonomy mode of the
robot whenever desired, permitting thus to study the application
of ORL and physiological computing to scenarios characterized by
complete mixed-initiative human-robot interaction. Moreover, in
the light of the current study, it might be appropriate to collect
larger data sets before computing the risk-sensitive control policies
with offline reinforcement learning, or to limit the analysis to a
more homogeneous set of human operators in order to reduce
inter-subject variability.
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