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ABSTRACT
The core is a central solution concept in cooperative game theory,

defined as the set of feasible allocations or payments such that no

subset of agents has incentive to break away and form their own sub-

group or coalition. However, it has long been known that the core

(and approximations, such as the least-core) are hard to compute.

This limits our ability to analyze cooperative games in general, and

to fully embrace cooperative game theory contributions in domains

such as explainable AI (XAI), where the core can complement the

Shapley values to identify influential features or instances support-

ing predictions by black-box models. We propose novel iterative

algorithms for computing variants of the core, which avoid the

computational bottleneck of many other approaches; namely solv-

ing large linear programs. As such, they scale better to very large

problems as we demonstrate across different classes of coopera-

tive games, including weighted voting games, induced subgraph

games, and marginal contribution networks. We also explore our

algorithms in the context of XAI, providing further evidence of the

power of the core for such applications.
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1 INTRODUCTION
Coalitional game theory studies games played by self-interested

players where incentives are aligned and fully-binding contracts

are supported [19]. The utility achieved depends on which group,

i.e., which coalition, of players is formed to solve the game. The

key problem that researchers have focused on is how this total

utility should be divided among the individual members of the

team. Several solution concepts have been proposed to address this

question, with the core [38] and the Shapley value [63] being among

the best known. The Shapley value quantifies the contribution of

each individual player via the differences in value obtained over

all possible subgroups which include and exclude that player. In

contrast, the core is a rough cooperative analogue of the Nash

equilibrium: a utility division that is stable, i.e., no subset of players
has incentive to deviate from the chosen coalition.
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Cooperative game theory has found many applications, ranging

from analyzing power in decision making bodies and political set-

tings [64], through predicting how players may share team payoffs

or costs [29, 49] to risk attribution [66]. One prominent applica-

tion of cooperative game theory is in analyzing what drives the

predictions of machine learning models. As more of our decisions

are now informed by learned models, it is crucial to understand

why our models output what they do, which is the main goal of

explainable AI (XAI) [12]. The Shapley value has been adopted in

the machine learning community to explain model predictions [50]:

the features are treated as players, and the payoff to a coalition is

the output of the model when training exclusively on the subset of

input features in the coalition. The Shapley value then computes

the marginal contribution of each feature to the output, offering

additive explanations for the effect of each feature on prediction.

However, there are some limitations regarding Shapley values: it

may produce counter-intuitive explanations [65], behavioral studies

have shown the core can be more predictive of human payment

divisions, and accurate estimation requires many samples [6, 51,

52]
1
. As such, the core has been recently motivated as a possible

alternative to Shapley values for XAI [69]. Unlike Shapley values,

the core focuses on stability [19]: a payment division is stable if
no player has incentive to deviate from the coalition and form a

different one on their own. Consequently, core payments may better

reflect each player’s “market value” [23, 61].

A key barrier to applying cooperative game theory in practice is

the high computational cost associated with calculating the various

solution concepts, which may be hard to compute even for very

restricted forms of cooperative games [19]. For some solutions,

such as the Shapley value and other power indices, there exist

efficient approximation algorithms [14, 18], e.g., an approximate

form of the Shapley value can be computed using Monte Carlo

sampling [6, 36, 52], which might explain its wide adoption.

In contrast, solutions based on the core have proved to be more

elusive; there exist multiple approaches that can approximate or

exactly solve for the core, but can only be applied to very restricted

classes of coalitions games [5, 32, 45, 46]. Computing the core ex-

actly requires solving a linear program (LP) with an exponential

number of constraints (one per each possible subset of the agents).

Alternatively, assuming access to incrementally sampled coalition

values, bounds can be given for likely stable payments that relate to

the core [10]. A recent breakthrough in approximating the core is a

Monte Carlo algorithm that samples coalitions in this way, yielding

probabilistic bounds on approximation quality [69]. This approach

significantly expands the set of games for which one can tractably

approximate the core, albeit it still requires solving LPs, where the

size of the LP grows linearly in the number of samples.

Our contribution: In this paper, we introduce novel iterative

algorithms for the core. None of our algorithms require solving

a linear program: as such, they enjoy greater scaling potential

to very large problems. We demonstrate this efficiency in prac-

tice across several classes of coalition games including weighted

voting games [32], induced subgraph games [26], marginal contri-

bution networks [42], and apply them to feature-importance and

1
See Appendix B for a more comprehensive discussion of the differences between the

Shapley value and the core.

data-valuation problems arising in XAI [12]. See extended arXiv

version [37] for Appendix and OpenSpiel
2
[48] for code.

2 BACKGROUND
The central concept in cooperative game theory is that of a coalition.
Given a set of 𝑛 agents, 𝐼 = {1, 2, . . . , 𝑛}, a coalition is a subset of

agents, 𝐶 ⊆ 𝐼 , where the grand coalition is the coalition containing

all agents in 𝐼 . A coalitional game, 𝐺 , is further coupled with a

characteristic function, 𝑣 : 2
𝐼 → R that assigns a real value to each

coalition of agents, representing the total utility that the coalition of

agents achieve together. We study transferable utility games, where

𝑣 (𝐶) is interpreted as value that is to be shared and transferred

between members of the coalition 𝐶 . As is standard, 𝑣 (∅) = 0.

The characteristic function only defines the gains a coalition can

achieve; it does not define how these gains are distributed among

the coalition members. An imputation (also called payoff vector)

𝑝 = (𝑝1, . . . , 𝑝𝑛) is a division of the gains of the grand coalition 𝐼

among the agents, where 𝑝𝑖 ≥ 0, such that

∑𝑛
𝑖=1 𝑝𝑖 = 𝑣 (𝐼 ). We call

𝑝𝑖 the payoff of agent 𝑖 , and denote the payoff of a coalition 𝐶 as

𝑝 (𝐶) = ∑
𝑖∈𝐶 𝑝𝑖 .

A basic requirement for a good imputation is individual rational-
ity, which states that for all agents 𝑖 ∈ 𝐶 , we have 𝑝𝑖 ≥ 𝑣 ({𝑖}); oth-
erwise, some agent has incentives to work alone instead. Similarly,

we say a coalition 𝐵 blocks imputation (𝑝1, . . . , 𝑝𝑛) if 𝑝 (𝐵) < 𝑣 (𝐵),
since the members of 𝐵 can split from the original coalition, derive

the gains of 𝑣 (𝐵) by working together and then reallocate this ex-
cess, 𝑣 (𝐵) − 𝑝 (𝐵) > 0, to agents in 𝐵. This incentive to break away

and form new coalitions leads to instability and has long been a

focus of cooperative game theory. The most prominent solution

concept is that of the core [38].

Definition 1. The core of a coalitional game 𝐺 is the set of all
imputations that are not blocked by any coalition. That is it contains
imputation 𝑝 = (𝑝1, . . . , 𝑝𝑛) if and only if for all𝐶 ⊆ 𝐼 , 𝑝 (𝐶) ≥ 𝑣 (𝐶).

Unfortunately, the core can be empty, meaning that for every

imputation, there exists a blocking coalition. Thus, relaxations of

the core are often studied by, for example, assuming that the gains

made by forming a blocking coalition are small. The 𝜖-core allows
for such slight relaxations of the inequalities in the core definition.

Definition 2. Given 𝜖 , the 𝜖-core of coalitional game 𝐺 is the
set of all imputations such that for any 𝐶 ⊆ 𝐼 , 𝑝 (𝐶) ≥ 𝑣 (𝐶) − 𝜖 , i.e.,
𝜖-core def

= {(𝑝1, . . . , 𝑝𝑛) | 𝑝 (𝐶) ≥ 𝑣 (𝐶) − 𝜖 ∀ 𝐶 ⊆ 𝐼 }.

Clearly, for large enough values of 𝜖 , the 𝜖-core is non-empty.

Furthermore, if 𝜖 = 0, the definition of the 𝜖-core is equivalent to

the core. A natural question is what is the smallest 𝜖 such that the

𝜖-core is non-empty. Given a game 𝐺 we consider the set {𝜖 | the
𝜖-core of G is not empty}. It is easy to see that this set is compact,

and thus has a minimal element 𝜖𝑚𝑖𝑛 .

Definition 3. Given coalitional game 𝐺 , define 𝜖min = min{𝜖 |
𝜖-core of 𝐺 is non-empty}. The least core of 𝐺 is the 𝜖𝑚𝑖𝑛-core of 𝐺 ,
and this value 𝜖𝑚𝑖𝑛 is called the Least-Core Value (LCV) of 𝐺 .

2
github.com/google-deepmind/open_spiel/. . . /coalitional_games
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3 APPROXIMATING THE CORE THROUGH
ITERATIVE PAYOFF ADJUSTMENTS VIA
COALITION SAMPLING

Earlier work has shown that given a game𝐺 , checking if the core is

non-empty is 𝑁𝑃-hard [26] and, furthermore, that computing the

least-core exactly is impossible [11]. This opens up the question we

address in this section; how to best approximate the least core.

The least-core can be formulated as a linear programming (LP)

problem. Let 𝑐 be a binary coalition-membership vector for coalition

𝐶 such that 𝑐𝑖 = 1 if 𝑖 ∈ 𝐶 and 0 otherwise. When clear from the

context we sometimes use 𝑐 to represent coalition 𝐶 . Furthermore,

without loss of generality, assume that 𝑣 (𝐼 ) = 1, re-scaling 𝑣 with a

factor
1

𝑣 (𝐼 ) if necessary. Then the least-core problem is to solve

min

𝑝,𝜖
𝜖 (1)

𝑠 .𝑡 . 𝑣 (𝑐) − 𝜖 − 𝑝⊤𝑐 ≤ 0 ∀ 𝑐 (2)

𝑛∑︁
𝑖=1

𝑝𝑖 = 1 (3)

𝑝𝑖 ≥ 0 ∀ 𝑖 ∈ 𝐼 . (4)

The challenge is that the Constraint 2 relates to 2
𝑛
coalitions, mak-

ing it infeasible to solve for games with many players. A recent

method to approximating the least-core randomly samples some

number of the constraints imposed on the coalitions and solves

the resulting LP [69]. However, even when only using sub-sampled

constraints, solving LPs is still time consuming.
3
We present alter-

native iterative algorithms that avoid the requirement of solving

the LP, circumventing a significant computational bottleneck.

Our algorithms are presented in increasing complexity. Our first

two algorithms, Iterative Projections (Section 3.1) and Stochastic

Subgradient Descent (Section 3.2) take a given value of 𝜖 and seek

an imputation in the 𝜖-core (assuming the 𝜖-core is non-empty). In

order to compute the least-core, one may apply an outer loop that

calls these methods so as to perform a binary search for the minimal

value 𝜖𝑚𝑖𝑛 yielding a non-empty 𝜖𝑚𝑖𝑛-core. Our Core Lagrangian

method (Section 3.3) directly returns the least-core, including both

the 𝜖𝑚𝑖𝑛 (least-core value), and an imputation in the 𝜖𝑚𝑖𝑛-core. Our

empirical results in Section 4 are reported for this algorithm alone.

3.1 The 𝜖-Core via Iterative Projections
We observe that each Constraint 2 on 𝑝 represents a half-space,

namely a convex set. Assuming that there exists some 𝑝 such that

all constraints can be satisfied for a given 𝜖 , the corresponding

constraint satisfaction problem is to find 𝑝 such that Constraint 2 is

satisfied. This is equivalent to solving a convex feasibility problem

by finding a 𝑝 on the (𝑛− 1)-dimensional simplex Δ that lies within

the intersection of all these convex sets, a problem that can be solved

via von Neumann-Halperin method of cyclic alternating projec-

tions [9, 13, 27]. We start with an initial guess for 𝑝 and then cycle

through the constraints (for each coalition,𝐶), iteratively modifying

the guess by projecting it onto the feasible set represented by each

individual constraint. We observe that the projection, Proj𝑐,𝜖 (𝑝),

3
Methods that guarantee polynomial runtime for solving LPs [44] have a runtime

that is cubic in the number of parameters. An efficient implementation of the Simplex

method [20] is much faster in practice, but is still time consuming for large LPs.

Algorithm 1 𝜖-Core via von Neumann-Halperin

Input: Number of iterations 𝑇

𝑝0 =
1

𝑛 1𝑛
for 𝑡 = 1 ≤ 𝑇 do

Select coalition 𝐶 (cyclically) as binary vector 𝑐

𝑑𝑐 = max(0, 𝑣 (𝐶) − 𝜖 − 𝑝⊤𝑐)
𝑝𝑡 ← 𝑝𝑡−1 + 𝑑𝑐

|𝐶 | 𝑐
𝑝𝑡 ← ProjΔ (𝑝𝑡 )

end for
Output: 𝑝𝑇

of an imputation 𝑝 onto a half-space 𝑝⊤𝑐 ≥ 𝑣 (𝐶) − 𝜖 has a closed
form solution that can be computed efficiently:

Proj𝑐,𝜖 (𝑝) =
{
𝑝 𝑣 (𝐶) − 𝜖 − 𝑝⊤𝑐 ≤ 0

𝑝 − (𝑝⊤𝑐 + 𝜖 − 𝑣 (𝐶))/| |𝑐 | |2𝑐 otherwise

= 𝑝 + 𝑑𝑐

|𝑐 | 𝑐 where |𝑐 | = the size of the coalition (5)

and where 𝑑𝑐 = max(0, 𝑣 (𝐶) − 𝜖 − 𝑝⊤𝑐) is the deficit. If 𝑣 (𝐶) − 𝜖 −
𝑝⊤𝑐 < 0, players in coalition 𝐶 are being paid more than they are

actually contributing (where the payment is 𝜖 + 𝑝⊤𝑐). Intuitively,
players are incentivized to remain in a coalition if 𝑑𝑐 = 0, otherwise,

the coalition is unstable. Algorithm 1 formalizes this method.

Theorem 1. Let 𝑣 : 2
𝐼 → R be a characteristic function. Given an

𝜖 and assuming the 𝜖-core exists, Algorithm 1 converges to an 𝜖-core
imputation asymptotically, i.e.: lim𝑇→∞ 𝑝𝑇 → 𝜖-core(𝑣).

Proof. We can appeal directly to classical convergence results

of the von Neumann-Halperin cyclic projections algorithm [9]. □

3.2 The 𝜖-Core via Stochastic (Sub)Gradient
Descent

While projecting an imputation 𝑝 onto a hyperplane can be com-

puted efficiently, cycling through all constraints is not, and it is also

computationally expensive to update 𝑝 on a batch of constraints

as that involves projecting 𝑝 into the intersection of a set of half-

spaces. Instead, we propose a new approach that re-formulates

the projection problem as an optimization problem and admits an

efficient batch algorithm.

We define a loss function, ℓ𝑐 (𝑝, 𝜖) for each coalition 𝐶 (repre-

sented by vector 𝑐):

ℓ𝑐 (𝑝, 𝜖) =
1

2|𝑐 |
(
max(0, 𝑣 (𝐶) − 𝜖 − 𝑝⊤𝑐)

)
2

=
𝑑2𝑐

2|𝑐 | . (6)

Observe that if 𝑣 (𝐶) − 𝜖 − 𝑝⊤𝑐 ≤ 0, ℓ𝑐 = 0, otherwise, we accrue

some positive loss for not satisfying the constraint for coalition 𝑐 .

Furthermore, a valid negative (sub)gradient of ℓ𝑐 with respect to 𝑝

is exactly the update direction computed by the projection Proj𝑐,𝜖
from equation (5):

−∇𝑝 ℓ𝑐 =
𝑑𝑐

|𝑐 | 𝑐. (7)

Therefore, if we run stochastic gradient descent (SGD) with

learning rate equal to 1 on

∑
𝑐 ℓ𝑐 (𝑝), sampling one coalition at

a time, we recover Algorithm 1. However, it is also possible to
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increase the minibatch size, sampling multiple coalitions at one

time, as shown in Algorithm 2. Theorem 2 shows that if Algorithm 2

returns an imputation that is approximately in the 𝜖-core, then it

provably lies in the 𝜖 ′-core, albeit with 𝜖 ′ > 𝜖 . The proof can be

found in Appendix A.1.

Algorithm 2 𝜖-Core via SGD

Input: Number of iterations 𝑇

Input: Batch size 𝐵

Input: Step size schedule 𝜂𝑡
𝑝 = 1

𝑛 1𝑛
for 𝑡 = 1 ≤ 𝑇 do

Sample batch 𝐶𝐵 containing 𝐵 coalitions

Compute average gradient over batch: ∇𝑝 = 1

𝐵

∑
𝐶∈𝐶𝐵

∇𝑝 ℓ𝑐
𝑝 ← 𝑝 − 𝜂𝑡∇𝑝
𝑝 ← ProjΔ (𝑝)

end for
Sample 𝑡∗ ∈ {0, . . . ,𝑇 } according to 𝑃 (𝑡∗ = 𝑡) = 𝜂𝑡∑

𝑡′ 𝜂𝑡′
.

Output: 𝑝𝑡∗

Theorem 2. If ℓ𝑐 (𝜖, 𝑝) ≤ 𝛾2 for all 𝑐 , then 𝑝 is in the (𝜖 +
√
2𝑛𝛾)-

core.

Theorem 3. Let 𝑣 : 2
𝐼 → R be a characteristic function. Given an

𝜖 and assuming the 𝜖-core exists, Algorithm 2 converges to an 𝜖-core
imputation in expectation at a rate of O(𝑇−1/4).

Proof. We can appeal directly to convergence rates of stochas-

tic projected subgradient algorithms for convex optimization [22].

These rates prove Algorithm 2 converges to a stationary point with

O(1/
√
𝑇 ) expected squared gradient norm. Recall equation (7) to

determine that the squared gradient is proportional to𝑑2𝑐 . Therefore,

the violation of the core constraints, 𝑑𝑐 , decays as O(𝑇−1/4). □

3.3 The Least-Core as a Saddle Point Problem
Algorithms 1 and 2 assume an 𝜖 is provided such that all constraints

represented by Constraint 2 are satisfied.
4
However, we are really

interested in finding the smallest such 𝜖 for which the constraints

still hold, i.e. the least-core value (LCV). To this end, we reformulate

the original LP, making use of a single non-linear constraint:

min

𝑝∈Δ,𝜖
𝜖 (8)

𝑠 .𝑡 .
∑︁
𝐶⊆𝐼

ℓ𝑐 (𝑝, 𝜖) ≤ 𝛾2 (9)

for some constant 𝛾 > 0. Note that if 𝛾 = 0, we would recover the

solution to the least-core LP in (1)-(4). For 𝛾 > 0, we can recover an

approximate solution via Theorem 2. While this form is no longer

an LP, it retains a crucial property: convexity. Each ℓ𝑐 (𝑝, 𝜖) is convex
in 𝑝 and 𝜖 , and hence the nonlinear constraint

∑
𝐶⊆𝐼 ℓ𝑐 (𝑝, 𝜖) − 𝛾2

remains convex in 𝑝 and 𝜖 . Similarly Objective 8 is convex as it is

linear in 𝜖 and 𝑝 . This allows us to view the optimization problem

as a saddle-point problem using Lagrange multipliers.
5
We first

4
Recall that such an 𝜖 is guaranteed to exist.

5
Note that we introduce the constant 𝛾 > 0 so as to ensure Slater’s condition holds so

as to meet the necessary and sufficient conditions for optimality of the subsequent

saddle point solution [16].

observe that via Karush-Kuhn-Tucker conditions, convexity in the

objective and constraint is sufficient for optimality of the solution

to the corresponding Lagrangian formulation (see Sec 5.5 of [16]):

min

𝑝∈Δ,𝜖∈[𝜖,𝜖 ]
max

𝜇∈[0,𝜇 ]
L(𝑝, 𝜖, 𝜇) = 𝜖 + 𝜇

( ∑︁
𝐶⊆𝐼

ℓ𝑐 (𝑝, 𝜖) − 𝛾2
)
. (10)

We can bound both 𝜖 and 𝜇 which ensures the function values and

gradients are bounded as well. Let 𝑣max = max𝐶⊆𝐼 𝑣 (𝐶). Then every
coalitional constraint is trivially satisfied if 𝜖 ≥ 𝑣max, while the

constraint associated with the grand coalition can not be satisfied if

𝜖 < 0. Therefore, we can bound 𝜖 ∈ [𝜖, 𝜖] = [0, 𝑣max]. For 𝜇, if only
one constraint is violated, then we want 𝜇 to be large enough to

force an increase in 𝜖 . Therefore, for any single violated coalitional

constraint associated with 𝐶 , we want ∇𝜖L = 1 − 𝜇 (𝑑𝑐/|𝐶 |) <
1 − 𝜇 (𝛾/|𝐶 |) to be strictly less than zero. This implies that if 𝜇

is at least |𝐶 |/𝛾 , then 𝜖 will increase in response to any violated

constraint. Hence, we set 𝜇 = 𝑛/𝛾 as an upper bound.

We observe that the Lagrangian formulation is convex in the pri-

mal variables (𝑝, 𝜖) and concave in the dual variable 𝜇, hence equa-

tion (10) is typically referred to as a convex-concave saddle-point

problem which can be equivalently formulated as a monotone vari-

ational inequality problem [35], for which stochastic algorithms

exist including extra gradient [47] and Stochastic Mirror Prox [43].

Algorithm 4 provides pseudocode for the process. The key step is

the Update function (Algorithm 3) which requires a Prox𝑥 oper-

ator and a monotone map operator 𝐹 .6 In variational inequality

formulations 𝑉 𝐼 (𝐹,X), the problem is to find 𝑥∗ ∈ X such that

⟨𝐹 (𝑥∗), 𝑥 − 𝑥∗⟩ ≥ 0 for all 𝑥 ∈ X, and the map 𝐹 : X → R𝑛+2

is typically written as a single vector valued map containing the

“descent” directions of all variables. For our setting, we can define

𝐹 as follows:

𝐹 (𝑥) =

∇𝑝L
∇𝜖L
−∇𝜇L

 =

−𝜇

( ∑
𝐶⊆𝐼

𝑑𝑐
|𝐶 | 𝑐

)
1 − 𝜇

( ∑
𝐶⊆𝐼

𝑑𝑐
|𝐶 |

)
−
( ∑

𝐶⊆𝐼 ℓ𝑐 (𝑝, 𝜖) − 𝛾2
)


(11)

where 𝑥 = [𝑝, 𝜖, 𝜇] ∈ X = Δ × [𝜖, 𝜖] × [0, 𝜇]. Observe that we can
use sampling of minibatches of coalitions to Monte Carlo estimate

the sums in 𝐹 (𝑥), e.g., ∑𝐶⊆𝐼 ℓ𝑐 (𝑝, 𝜖) = 2
𝑛

𝐵
E𝐶𝐵∼𝐼 [

∑
𝐶∈𝐶𝐵

ℓ𝑐 (𝑝, 𝜖)].
Lemma 1. The map 𝐹 in equation (11) is monotone, i.e., ⟨𝐹 (𝑥) −

𝐹 (𝑥 ′), 𝑥 − 𝑥 ′⟩ ≥ 0 over all 𝑥, 𝑥 ′ ∈ X.
The proof of Lemma 1 can be found in the Appendix.

Theorem 4. Let 𝑣 : 2
𝐼 → R be a characteristic function. Algo-

rithm 4 reduces the duality gapmax𝜇′ L(𝑝, 𝜖, 𝜇 ′)−min𝑝′,𝜖′ L(𝑝 ′, 𝜖 ′, 𝜇)
at a rate of O(1/

√
𝑇 ).

Proof. We can appeal directly to convergence rates of mirror

prox algorithms for monotone variational inequalities [43] given

we have already argued above that the norm of the map 𝐹 and its

variance are both finite and the map 𝐹 is monotone (Lemma 1). □

In experiments, we use a tailored Prox operator, specifically,

Prox𝑥 (𝜂𝐹 (𝑦)) =

softmax(log(𝑝) − 𝜂𝐹𝑝 (𝑦)),

clip(𝜖 − 𝜂𝐹𝜖 (𝑦), 𝜖, 𝜖),
clip(𝜇 − 𝜂𝐹𝜇 (𝑦), 0, 𝜇)

 (12)

6
See [53] for proximal point approaches to saddle point problems.
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Algorithm 3 Update

Input: Initial iterate 𝑥 , map evaluation iterate 𝑦, batch size 𝐵, step

size 𝜂, Prox operator

Sample batch 𝐶𝐵 containing 𝐵 coalitions

Compute 𝐹 (𝑦) using batch of coalitions

𝑥 ′ ← Prox𝑥 (𝜂𝐹 (𝑦))
Output: 𝑥 ′

Algorithm 4 Least-Core via Mirror Prox (Core Lagrangian)

Input: Number of iterations 𝑇 , batch size 𝐵, step size schedule 𝜂𝑡
𝑝0 =

1

𝑛 1𝑛
𝜖0 = 𝜖

𝜇0 = 𝜇

𝑥0 = [𝑝0, 𝜖0, 𝜇0]
for 𝑡 = 1 ≤ 𝑇 do
𝑥 ′ ← Update(𝑥𝑡−1, 𝑥𝑡−1, 𝐵, 𝜂)
𝑥𝑡 ← Update(𝑥𝑡−1, 𝑥 ′, 𝐵, 𝜂)

end for
Compute weighted average of imputations: 𝑝∗ = 𝜂𝑡𝑝𝑡∑

𝑡′ 𝜂𝑡′
.

Output: 𝑝∗

where 𝐹𝑧 (𝑦) retrieves the part of the vector output 𝐹 (𝑦) correspond-
ing to the variable 𝑦 and softmax(𝑠) = [ 𝑒𝑠1∑

𝑗 𝑒
𝑠𝑗 , . . . ,

𝑒𝑠𝑛∑
𝑗 𝑒

𝑠𝑗 ].
Instructions for accelerating our proposed algorithms onGPUs/T-

PUs are in Appendix A.2. Hyperparameters including, e.g., learning

rate schedules, used in experiments are found in Appendix A.3.

4 EMPIRICAL ANALYSIS
We tested our algorithm, Core Lagrangian (CL) (Alg. 4), on a range

of cooperative games and report our findings here. In our first set of

experiments we compared the performance of CL to that of a recent

state-of-the-art algorithm for approximating the least-core which

relies on solving the LP using sampled coalitions [69] (Section 4.1).

We then use our algorithm as a tool to study the stability properties

of a number of prominent cooperative-game classes, illustrating

the benefits of having algorithms for approximating the core for

large games (Section 4.2). Finally, we examine applications of our

algorithms for explainable AI (XAI) purposes (Section 5).

4.1 Timing Sampled LPs vs. Core Lagrangian
To test how efficient CL is in practice, we evaluate its performance

across very large (𝑛 = 100) instances of weighted voting games.

Definition 4. ([19, Definition 4.1]) A weighted voting game 𝐺
is a tuple (𝐼 ,w, 𝑞) where 𝐼 = {1, 2, · · · , 𝑛} is a set of agents, w =

(𝑤1,𝑤2, · · · ,𝑤𝑛) ∈ ℜ𝑛 is a vector of weights (one per player), and
𝑞 ∈ ℜ is a quota. The characteristic function is

𝑣 (𝐶) =
{

1 if
∑
𝑐∈𝐶 𝑤𝑐 ≥ 𝑞;

0 otherwise.

Weighted voting games are well studied in the literature (e.g., [3,
31, 59, 62, 67, 71]) and can model real-world scenarios such as the

European Union voting system [15, 57], or multiagent resource al-

location problems where an agent’s weight correspond to resources

available for that agent, and the threshold is the total amount of

pooled resources required to accomplish some task of interest.

In our experiments, each agent 𝑖 has aweight𝑤𝑖 ∈ {1, 2, · · · , 100}
drawn uniformly at random and we set the quota 𝑞 = 𝜉𝑛E[𝑤𝑖 ],
where 𝜉 is the proportional threshold (fraction of the expected total

weight). We use proportional thresholds 𝜉 sampled uniformly at ran-

dom in the range [0.1, 0.9]. There are 2100 coalitions and thus 2
100

constraints in the LP formulation of the least core (Constraint 2),

so exactly solving for the least-core is computationally infeasible.

We compared our method to Yan and Procaccia’s recent algo-

rithm for approximating the least core [69]. Their algorithm samples

a subset of coalitions and returns the LP solution based on con-

straints built only from the sampled subset. With high probability,

this method is guaranteed to reduce the approximation error as the

number of coalitions sampled increases [69, Theorem 1].

It is difficult to compare iterations of CL to the number of sampled

coalitions used in LP; instead, we chose a number of sampled coali-

tions 𝑘 and recorded the wall clock time taken by the LP method

for each value of 𝑘 , say 𝑡𝑘 seconds. Then, we let CL run for 𝑡𝑘
seconds and retrieved the solution after that amount of elapsed

time. The LP method used CVXPY [28] while our CL code used JAX

and optax [4]. For each 𝑡𝑘 , both methods returned an imputation,

𝑝𝐿𝑃 and 𝑝𝐶𝐿 , respectively. For each imputation we computed its

respective (average) 𝜖 value. Due to the size of the game the error of

the solution cannot be computed exactly, so we approximated the

value of 𝜖 by sampling a set of 50, 000 coalitions, 𝐶 , and computing

𝜖 (𝑝,𝐶) = max
𝑐∈𝐶 (𝑣 (𝑐) − 𝑝

⊤𝑐). Figure 2 summarizes our findings.

In particular, we observed a significant improvement in the core

approximation when using our method (CL) as opposed to the LP-

based method. We did observe, however, that the threshold affects

the degree to which CL outperforms the LP-based method. In par-

ticular, when the threshold was close to 50% of the total expected

weight, the LP-based method would sometimes outperform CL.

4.2 Analyzing Stability in Compact Game
Representations

After validating that our algorithm can effectively solve large co-

operative games, showing improvements over a strong baseline,

we further illustrate its value by making a rigorous study across

prominent classes of cooperative games to better understand how

different game-features affect stability.

4.2.1 Weighted Voting Games. In our first set of experiments we

studied how stability was impacted by different parameterizations

of weighted voting games, defined in Section 4.1. Since we were

runningmultiple experiments, we set the number of agents to be𝑛 =

15, but drew agents’ weights from different distributions and varied

the proportional quota, 𝜉 . Figure 1 presents our results. We sample

10,000 games for each parameter configuration, and examine the

average least-core value in these games. We first note that regions

that have a low least-core value (blue) are stable or very close to

being stable, whereas high 𝜖-core indicate regions of instability.

Second, we observe that the threshold greatly affected the stability

of an instance. If the threshold was low, many coalitions form and

achieve the maximum coalitional value of 1. If the threshold was

very high, in expectation the only successful coalition was the grand

coalition, reducing the likelihood of blocking coalitions.
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Figure 2: Approximate 𝜖 of the linear program (LP) ver-
sus the core Lagrangian (CL) method as a function of com-
putation time (seconds). The 𝑥-axis corresponds to wall-
clock time taken by both algorithms run side-by-side given
𝑘 ∈ {500, 1000, 2000, 4000, 8000, 16000} sampled coalitions for
the LP method, 𝑡𝑘 . A better core approximation quality is
reflected in having a lower 𝜖 for the same runtime. The 𝑦-
axis represents the approximate 𝜖 of the least-core solution
found, 𝜖 (𝑝𝐿𝑃 ,𝐶) and 𝜖 (𝑝𝐶𝐿,𝐶), computed over the same set of
50, 000 coalitions, 𝐶. Each data point (𝑡𝑘 , 𝜖 (𝑝𝑥 ,𝐶)) represents
an average over the same set of 2, 500 randomweighted voting
games with shading indicating standard error of the mean.

In Figure 1(a) we present results where the agents’ weights

were generated by a Gaussian distribution with 𝜇 = 1.0 and 𝜎 ∈
[0.01, 0.3]. We observe that for a fixed quota, high weight-variance

leads to less stable games. Figure 1(b) presents results when agents’

weights were drawn from an exponential distribution with 𝜆 ∈
[0.25, 2.50]. We observe that as 𝜆 increases we find less stable games.

We hypothesize that since agent weights are more concentrated

around low values, possible successful coalitions often share agents,

opening up the possibility of the formation of blocking coalitions.

Finally, in Figure 1(c) we present results where we used a Beta dis-

tribution with parameters (𝛼, 𝛽). We notice a difference in stability

of games when the parameters are either less than 1.0 or greater

than 1.0. If both 𝛼 and 𝛽 are high, games are less stable. However,

there is a region of stability when 𝛼 > 1.0 and 𝛽 < 1.0

4.2.2 Graph Games. In many cooperative games, relationships be-

tween agents are modelled via a graph 𝐺 = ⟨𝑉 , 𝐸⟩ (e.g., [7, 8, 17,
25, 26, 54, 58, 60]). In induced subgraph games [26], the agents are

represented by vertices of the graph and the edge weight,𝑤 (𝑒) for
𝑒 = (𝑖, 𝑗), indicates the value that agents 𝑖 and 𝑗 accrue from being in

the same coalition. An absence of an edge implies there is no interac-

tion between a pair of agents and thus, no loss or benefit from being

in the same coalition. Given graph𝐺 , the characteristic function for

the induced cooperative game is 𝑣 (𝐶) = ∑
𝑒∈{(𝑖, 𝑗) ∈𝐸 |𝑖, 𝑗 ∈𝐶 }𝑤 (𝑒).

We conduct an empirical study to better understand how the

underlying graph structure influences the stability of the game.

To this end, we select a collection of well-known parameterized

random graph models, each with different properties, and generate

80 cooperative graph games for each parameterization, measuring

their stability by computing their least-core values via our algorithm

CL. We set 𝑛 = 32, and generate edge weights with a Gaussian

distribution with variance 𝜎 = 1.0 (unless specified otherwise) and

positive mean 𝜇 chosen such that 60% of edge weights are positive in

expectation.
7
All graphswere generated using theNetworkX library

[39]. We present results on two graph-classes, Erdős-Rényi [34] and

Newman Watts Strogatz [55], and discuss four additional models

in Appendix C.

In the Erdős-Rényi graph model there is a single parameter 𝑝 ,

which indicates the probability that for any pair of vertices, 𝑥,𝑦,

there is an edge connecting 𝑥 and𝑦. In our experiments we varied 𝑝

from 0.0 to 1.0, and varied the variance 𝜎 of the weight distribution

from 1.0 to 3.0. Our results are shown in Figure 1d. We observe that

the stability of the games generated depends on both 𝑝 and 𝜎 . In

particular, games with high weight variance for edge weights, and

high uncertainty as to whether an edge would form between any

pair of vertices (i.e., for 𝑝 ∈ [0.4, 0.7]) are less stable.
The Newman Watts Strogatz model generates graphs with the

small-world property and consists of two parameters. An instance

of a graph is initialized as a ring and connected with its 𝑠 ⌊ 𝑘
2
⌋ nearest

neighbours. Additional edges in the graph are added with probabil-

ity 𝑝 . Figure 1e presents our results as we varied 𝑘 from 4 to 24, and

𝑝 ∈ [0.0, 1.0]. The variance of the edge-weight distribution was

fixed at 𝜎 = 1.0. In particular we observe that both parameters 𝑝

and 𝑘 positively correlate with stability in these graphs.

7
If graph games have only positive edge weights, then the core is non-empty, i.e. the

least-core value is 0.0 [26].
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Figure 1: (a)-(c) Heatmaps illustrating the impact of parameter axes on the least-core value (in color) in three weighted voting
games. (d)-(e) Mean least-core value for Erdős-Rényi and Newman Watts Strogatz when sweeping over two hyperparameters.
Constant hyperparameters are shown in parenthesis.
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More generally, these results (along with further results in Ap-

pendix C) show the interplay between the parameters of random-

graph generators and the stability of the induced cooperative game.

We believe that further research in this area is warranted, but also

emphasize that such empirical analysis can only be carried out

when using algorithms for tractably solving cooperative games at

scale, such as the algorithms we have proposed.

5 EXPLAINABLE AI
Cooperative game theory has played an important role in the

development of explainable AI (XAI) through the application of

the Shapley value to feature-attribution and data-valuation prob-

lems [1, 2, 21, 50]. However researchers have also identified dis-

advantages of Shapley-based analysis, such as generating counter-

intuitive explanations in various cases [65]. A recent paper argued

that the core may provide an alternative to the Shapley value for

XAI applications. In this section we explore this idea, applying

our algorithm, CL, for computing the least-core on three different

real-world datasets: Boston Housing dataset [40] (price regression),

Diabetes dataset [30] (classification) and the Wisconsin Breast Can-

cer dataset [68] (classification). Our goal is to better understand

how the Shapley value and the core are similar or different in their

relative assessment of the impact of different features or data points

have on the quality of trained models, specifically, scikit-learn’s

default linear or logistic regression models [56].

5.1 Global Explainability
In the global explainability problem, a full dataset is used to de-

termine which features have high impact on the quality of the

trained model. We formulate this as a cooperative game by defining

a coalition, 𝐶 , to be a subset of features and 𝑣 (𝐶) to be the quality

of the model trained only on features in 𝐶 . Quality may be mea-

sured as the accuracy in classification tasks, or as the coefficient

of determination 𝑅2 for regression tasks. Computing the Shapley

value or the least-core for this game returns individual values, one

per each feature, which are can be interpreted as a measure of

feature-importance.

Figure 3 presents a scatter plot showing the correlation between

the feature-importance measures returned by applying the Shapley

value and those produced by the least core (using our algorithm).

Every point represents a single feature, with the 𝑥-axis reflecting its

importance according to the Shapley value and the 𝑦-axis reflecting

its importance according to the least core. The two importance

measures are correlated, but reflect a different order of feature

importance. Interestingly, the correlation is high when there are a

few dominant features (Figures 3a,3b), but not as strong in the case

where the predictions are driven by many features where none of

the features is dominant (Figure 3c).

5.2 Local Explainability
In the local explainability problem, the focus is on the prediction a

trained model makes on an individual instance. It seeks to deter-

mine how the values of individual features increase or decrease

the model’s prediction for some instance. We define a cooperative

game where a coalition,𝐶 , is a set of features and the characteristic

function is the model’s prediction on a new instance, created by

taking some original instance from the dataset, fixing the values

of all features in 𝐶 , and replacing the values of features not in 𝐶

by randomly sampling other instances.
8
Given a dataset contain-

ing 𝑑 instances, such an analysis results in 𝑓 feature importance

measures per each instance, resulting in 𝑑 · 𝑓 feature-importance

measures, illustrating the importance of having scalable solutions

for computing both the Shapley value and least-core.

Figure 3 presents results showing the correlation between Shap-

ley feature-importance and least-core measures, over all the in-

stances in each dataset. We present the data using contour plots

due to the sheer number of data-points. Similar to our findings for

the global explainability problem, we observe positive correlation

between least-core and Shapley value. Note that the least core re-

turns non-negative payoffs, which explains the bend in the trend

at the origin.

5.3 Data Valuation
In the data valuation problem, the importance of each data point
in the training set is measured. This problem can be formulated as

a cooperative game by defining a coalition, 𝐶 , to be a set of data

points, with characteristic function, 𝑣 (𝐶), being the quality of the

model trained only on data points in 𝐶 . The core (or least core) is a

particularly compelling solution for the data valuation problem as

imputations in the core can be interpreted as prices that must be

paid to data providers so as to ensure the data is available (e.g., in the
same way that core-pricing is used in package-auctions [23, 24]).

We conducted a series of data-valuation studies across different

data sets. We used a similar methodolgy as Yan and Procaccia [69]:

we imposed a budget of 50, 000 calls to the characteristic function,

limiting the number of permutations sampled for the Shapley value

approximation and iterations for our least-core algorithm, CL. We

then sorted the data by importance according to the Shapley value

and least-core, and retrained the models by removing the most

important data in blocks of 5% at a time.

Results are shown in Figure 4. In particular, these show data

points deemed most important by the least-core are more critical

to model performance than those selected according to Shapley

value. These findings are consistent with previous literature [69].

However, we also applied this process to other data sets including an

evaluation problem for large language models (LLMs), presented in

Appendix D.2. There, the results aremore nuanced in that there exist

scenarios where a Shapley value approach is better at identifying

key data points. These results open up new research questions

around characterizations as to when Shapley-based or core-based

data valuation is more appropriate.

5.3.1 Elo Ratings on Chatbot Arena data set. We now describe an-

other data valuation experiment that differs from the others in that

it is not a traditional regression nor classification task. The Chatbot

Arena data set is composed of humans rating the quality of answers

to questions to 20 different large language models (LLMs) [70]. Each

data point consists of a question and two answers: each answer

generated by two different LLMs. The human then picks which

answer is the best one and this is recorded as a win for the LLM that

8
In our experiments with the least core, we use the version where non-coalition

features are taken from a random instance selected from the 10% of the instances with

the lowest prediction.
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(a) Boston Housing (global / local) (b) Diabetes (global / local) (c) Breast Cancer (global / local)

Figure 3: Correlation of Shapley and Core importance measures of features at both global dataset and individual instance levels.
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Figure 4: Data Valuation on the Boston Housing, Breast Cancer, and Chat Bot Arena. Error bars correspond to 95% confidence
intervals (1000 repeats).

generated the better response and a loss for the one that generated

the worse response. In total, the data set consists of 33000 data

points.

The supervised learning problem is to learn an Elo rating [33]

for each LLM that can be ranked to compare the “skill level” (in

this context: propensity to generate the better answer) of each LLM.

Elo is classic rating system that was proposed for ranking chess

engines; each LLM is assigned a rating, say 𝑟𝑖 and 𝑟 𝑗 , that models

the probability of LLM 𝑖 beating LLM 𝑗 as a logistic function of there

ratings, Pr(i beats j) = 𝜎
(
(𝑟𝑖 − 𝑟 𝑗 )/400

)
= 1

1+𝑒 (𝑟 𝑗 −𝑟𝑖 )/400
, where 𝜎

is the sigmoid function 𝜎 (𝑥) = (1 + 𝑒−𝑥 )−1. The ratings can be

learned using online updates, or more precisely given a batch of

data using logistic regression or minorization-maximization (MM)

algorithms [41].

We apply data valuation in a similar way as before. For each

experiment, we first sample a training set and test set pair (D𝑅,D𝑇 ),
with |D𝑅 | = 1000 and |D𝑇 | = 10000. A coalition is then a subset of

data points from this training set, 𝑐 ⊆ D𝑅 , leading to a 1000-player

coalitional game. As in the other settings, the characteristic function

is a measure of howwell the model learned on 𝑐 performs on the test

setD𝑇 . For each coalition, 𝑐 , we run the MMmethod [41] for 20000

iterations to learn Elo ratings of the batch of data 𝑐 ⊆ D𝑅 . Given the

learned ratings ®𝑟𝑐 , we compute the average cross entropy loss over

the test set, 𝐿𝐶𝐸 (®𝑟𝑐 ,D𝑇 ). Finally, we define the the characteristic
function for as 𝑣 (𝑐) = 2 − 𝐿𝐶𝐸 (®𝑟𝑐 ,D𝑇 ). As before we set a budget
of 50000 calls to the characteristic function for both Shapley and

the least core computations. Figure 4c shows that in contrast to the

other data sets and experiments in [69], the Shapley values attribute

importances that are more critical to model performance than the

least core.

6 CONCLUSION
We examined the core, a distribution of payoff over members in

a coalition that is a central solution concept in cooperative game

theory. We proposed a scalable solver for the least core that can

handle the exponential number of possible coalitions that define the

core constraints. We provided convergence rates and guarantees

for this solver and showed empirically that it is faster than previous

core solvers [69].

Our empirical analysis shows several applications of our core

solver, including studying stability of prominent forms of coalitional

games and explainable AI (XAI) problems. For XAI, we highlighted

that analysis based on the core differs from the current de-facto

standard based on the Shapley value. Further, for the purpose of

data evaluation, our results indeed show that in certain cases the

core outperforms the Shapley value as a way of selecting the data

instances for training machine learning models.

Several problems remain open for future research. First, could

one derive even faster algorithms for approximating the core (in

terms of the worst-case performance, or in terms of empirical per-

formance on problems of interest)? Second, could better approxima-

tion algorithms for the core be tailored to specific classes of games?

Third, could one extend our analysis to other known forms of coop-

erative games to determine the key features that affect coalitional

stability in them? Fourth, our analysis has identified ways of se-

lecting data for training models. Could one leverage such results to

speed up the training or runtime performance of machine learning

models? Finally, when is it better to use the core and when is it bet-

ter to use the Shapley value for feature importance measurements

or data selection?
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