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ABSTRACT
The sequential equilibrium is a standard solution concept for ex-

tensive-form games with imperfect information that includes an

explicit representation of the players’ beliefs. An assessment con-

sisting of a strategy and a belief is a sequential equilibrium if it

satisfies the properties of sequential rationality and consistency.

Our main result is that both properties together can be written

as a single finite system of polynomial equations and inequalities.

The solutions to this system are exactly the sequential equilibria

of the game. We construct this system explicitly and describe an

implementation that solves it using cylindrical algebraic decom-

position. To write consistency as a finite system of equations, we

need to compute the extreme directions of a set of polyhedral cones.

We propose a modified version of the double description method,

optimized for this specific purpose. To the best of our knowledge,

our implementation is the first to symbolically solve general finite

imperfect information games for sequential equilibria.
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1 INTRODUCTION
The sequential equilibrium was proposed by Kreps and Wilson [9]

as a solution concept for extensive-form games with imperfect in-

formation. In extensive-form games, players have multiple decision

points in sequence, at which they must decide how to act. A strat-

egy for a player specifies what action the player takes at each of

their decision points. When an extensive-form game has imperfect

information, it means that the players do not always know the exact

state of the game. The reason is that there may be actions of other

players (or random events) that the players do not observe.

The sequential equilibrium is a generalization of subgame perfect

equilibrium, which is the standard solution concept for extensive-

form games with perfect information. In addition to a strategy,

1
Our implementation is based on the open source Game Theory Explorer [18] and can

be downloaded at https://github.com/tengesser/GTE-sequential. See also our system

demonstration paper [6].

This work is licensed under a Creative Commons Attribution

International 4.0 License.

Proc. of the 23rd International Conference on Autonomous Agents and Multiagent Systems
(AAMAS 2024), N. Alechina, V. Dignum, M. Dastani, J.S. Sichman (eds.), May 6 – 10, 2024,
Auckland, New Zealand. © 2024 International Foundation for Autonomous Agents and

Multiagent Systems (www.ifaamas.org).

a sequential equilibrium specifies a set of beliefs for each player,

assigning probabilities to states that the player cannot distinguish

between. Intuitively, two properties must be satisfied: strategies

should be rational given the players’ beliefs (sequential rational-
ity), and beliefs should be reasonable given the players’ strategies

(consistency). Having beliefs as an explicit part of the game’s equi-

libria can provide additional insight. The strategies specify what

the players are doing, and the beliefs provide an explanation why.

While finding all Nash equilibria or all subgame perfect equi-

libria of a game has been implemented in tools like Gambit [12]
or Game Theory Explorer [18], there are no implemented solvers

that symbolically compute all sequential equilibria of a finite game.

Azhar et al. [2] have outlined an algorithm, enumerating so-called

“consistent bases” of a game (of which there might be exponentially

many) and characterizing the sequential equilibria for each basis

by a system of polynomial equations and inequalities.

We take a similar approach, characterizing all equilibria of the

game by a single such system. To this end, we combine existing

results from the literature [7, 8]. Most importantly, our paper details

all the steps necessary to generate and solve the system.

Polynomial systems of equations can in general have an infinite

number of solutions, and indeed games with imperfect information

often have an infinite number of sequential equilibria. Therefore,

solving such a system does not require simply enumerating all

the solutions, but rather finding a description of the solutions that

allows any one of them to be easily extracted. For this purpose we

will use the cylindrical algebraic decomposition algorithm provided

by the computer algebra system Mathematica. We obtain a list

of intervals, one for each of the variables, which are stratified in

the sense that the boundaries of the intervals depend only on the

variables before them. With this, any sequential equilibria of the

game can be obtained by successively choosing a value for each

variable. Using symbolic computation has the added advantage of

allowing us to solve families of games where some outcomes or

probabilities of random events are controlled by a set of parameters.

In Section 2 we recapitulate the basic definitions and solution

concepts for extensive-form games. In Section 3 we study the prop-

erties of sequential equilibria and show how both sequential ratio-

nality and consistency can be written as a system of polynomial

equations and inequalities. Section 4 shows the steps required to im-

plement a sequential equilibrium solver, as well as some strategies

for reducing computation time. We conclude in Section 5.
2

2 THEORETICAL BACKGROUND
In Section 2.1, we introduce the notation used throughout this paper,

mostly following Osborne and Rubinstein [14]. In Section 2.2 we

2
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then recapitulate the most important solution concepts, leading to

the definition of sequential equilibria.

2.1 Extensive-Form Games
Game. A game consists of a set of players 𝑁 = {1, . . . , 𝑛}, a set of
histories 𝐻 of which a subset 𝑍 ⊆ 𝐻 are terminal histories, a player
function 𝑁 (ℎ) that assigns an acting player to each non-terminal

history, a function 𝐴(ℎ) specifying the set of actions available at
each non-terminal history, and a utility function 𝑢𝑖 (ℎ∗) that assigns
to each player 𝑖 ∈ 𝑁 a utility for each of the terminal histories

ℎ∗ ∈ 𝑍 . Imperfect information is represented by a set of information
sets I that partitions the set of non-terminal histories. We consider

only games where the set of histories 𝐻 is finite.

Actions and Histories. Histories can be thought of as nodes in a

game tree. Each history ℎ = ⟨𝑎1, . . . , 𝑎𝑘 ⟩ ∈ 𝐻 encodes the sequence

of actions leading to that node. We say that ℎ = ⟨𝑎1, . . . , 𝑎𝑘 ⟩ is a
prefix of ℎ′ = ⟨𝑎′

1
, . . . , 𝑎′

𝑙
⟩ if 𝑘 ≤ 𝑙 and 𝑎′

𝑖
= 𝑎𝑖 for all 𝑖 ∈ {1, . . . , 𝑘}

(that is, if ℎ = ℎ′ or if ℎ is an ascendant of ℎ′ in the game tree). If

ℎ ∈ 𝐻 , it must thus be the case that ℎ′ ∈ 𝐻 for all prefixes ℎ′ of ℎ.
The terminal histories ℎ∗ ∈ 𝑍 are exactly those histories which are

not prefix of some other ℎ′ ≠ ℎ∗ from 𝐻 (the leaf nodes of the tree).

Information Sets. The information sets 𝐼 ∈ I are used to represent

imperfect information in the game. After some history ℎ ∈ 𝐼 is

reached, the acting player cannot distinguish whether ℎ or any

other history ℎ′ ∈ 𝐼 is the actual history. This implies that in each

history of an information set both the acting player and the set of

available actions must be identical. We thus usually write 𝑁 (𝐼 ) and
𝐴(𝐼 ) instead of 𝑁 (ℎ) and𝐴(ℎ). We say that a game has perfect recall
if for any two histories ℎ,ℎ′ in the same information set 𝐼 of player

𝑖 , the sequence of information sets encountered and actions played

by 𝑖 are identical for both ℎ and ℎ′. This poses a restriction on game

trees: players cannot ‘forget’ information about their position in the

game tree or about the actions they played. Sequential equilibria

are only defined for games with perfect recall.

Strategies and Beliefs. Solution concepts usually contain a strategy

profile 𝛽 = (𝛽1, 𝛽2, . . . , 𝛽𝑛), consisting of a behavioral strategy 𝛽𝑖
for each player 𝑖 . These 𝛽𝑖 assign to each information set 𝐼 of player

𝑖 a probability distribution over all the actions 𝑎 ∈ 𝐴(𝐼 ), such that

player 𝑖 plays action 𝑎 ∈ 𝐴(𝐼 ) at 𝐼 with probability 𝛽𝑖 (𝐼 ) (𝑎).
Similarly, a system of beliefs 𝜇 assigns to each information set 𝐼

a probability distribution over all histories ℎ ∈ 𝐼 , such that player 𝑖

believes to be in history ℎ ∈ 𝐼 with probability 𝜇𝑖 (𝐼 ) (ℎ).
It is often not important which player a strategy or belief belongs

to. Since each information set has a distinct acting player 𝑖 , we will

often write 𝛽 (𝐼 ) (𝑎) and 𝜇 (𝐼 ) (ℎ) without the explicit subscript 𝑖 .
Based on the players strategies 𝛽 , we can formulate the proba-

bilities of reaching a specific history ℎ = ⟨𝑎1, . . . , 𝑎𝑘 ⟩ as

𝑃𝛽 (ℎ) =
𝑘∏
𝑖=1

𝛽 (𝐼𝑖 ) (𝑎𝑖 ),

where 𝐼𝑖 is the information set containing ⟨𝑎1, . . . , 𝑎𝑖−1⟩. We can

expand this to the probability of reaching an information set 𝐼 :

𝑃𝛽 (𝐼 ) =
∑︁
ℎ∈𝐼

𝑃𝛽 (ℎ)

1

2

𝑎

1, 2

𝑏

0, 0

𝑥

2, 1

𝑦

Figure 1: A non-credible threat in an extensive-form game.
The actions that are played are marked in red. Each terminal
node is annotated with the utilities of player 1 and 2.

We will also use the conditional probabilities of reaching history

ℎ′ = ⟨𝑎1, . . . , 𝑎𝑘 ⟩ starting from a prefix ℎ = ⟨𝑎1, . . . , 𝑎𝑙 ⟩, 𝑙 < 𝑘 :

𝑃𝛽 (ℎ′ |ℎ) =
𝑃𝛽 (ℎ′)
𝑃𝛽 (ℎ)

=

∏𝑘
𝑖=1 𝛽 (𝐼𝑖 ) (𝑎𝑖 )∏𝑙
𝑖=1 𝛽 (𝐼𝑖 ) (𝑎𝑖 )

=

𝑘∏
𝑖=𝑙+1

𝛽 (𝐼𝑖 ) (𝑎𝑖 )

Note that 𝑃𝛽 (ℎ |ℎ′) = 1, since ℎ′ can only be reached after ℎ is

reached. If ℎ is not a prefix of ℎ′, then 𝑃𝛽 (ℎ′ |ℎ) = 0.

Utilities. From the utilities 𝑢𝑖 (ℎ∗) assigned to terminal histories, we

define player 𝑖’s expected utility given strategy profile 𝛽 :

𝑈 𝐸
𝑖 (𝛽) =

∑︁
ℎ∗∈𝑍

𝑢𝑖 (ℎ∗)𝑃𝛽 (ℎ∗)

We generalize this to player 𝑖’s expected utility of the subgame

starting at ℎ:

𝑈 𝐸
𝑖 (𝛽 |ℎ) =

∑︁
ℎ∗∈𝑍

𝑢𝑖 (ℎ∗)𝑃𝛽 (ℎ∗ |ℎ)

To obtain the utility that player 𝑖 assigns to an information set 𝐼 ,

we need the concept of believed utility:

𝑈 𝐵
𝑖 (𝛽, 𝜇 |𝐼 ) =

∑︁
ℎ∗∈𝑍

𝑢𝑖 (ℎ∗)
∑︁
ℎ∈𝐼

𝜇 (𝐼 ) (ℎ)𝑃𝛽 (ℎ∗ |ℎ)

Note that at most one term of the inner sum is nonzero, because

for every terminal history ℎ∗ there is at most one ℎ ∈ 𝐼 such that ℎ

is a prefix of ℎ∗ and therefore 𝑃𝛽 (ℎ∗ |ℎ) ≠ 0.

2.2 Solution Concepts
The most fundamental solution concept in game theory is the Nash

equilibrium. Intuitively, a strategy profile is a Nash equilibrium if

no player can improve their utility by deviating from their strategy.

Definition 1 (Nash equilibrium). A strategy profile 𝛽 is a Nash

equilibrium if𝑈 𝐸
𝑖
(𝛽′) ≤ 𝑈 𝐸

𝑖
(𝛽) for all players 𝑖 and strategy profiles

𝛽′ = (𝛼𝑖 , 𝛽−𝑖 ) which only deviate from 𝛽 in player 𝑖’s strategy.

For sequential games, where players do not take their actions

simultaneously, Nash equilibria can run into the problem of non-
credible threats. An example is shown in Figure 1. The highlighted

strategy profile, where player 1 plays 𝑏 and player 2 plays 𝑥 , is a

Nash equilibrium. However, playing 𝑥 is irrational for player 2: If

history ⟨𝑎⟩was reached, player 2 should play𝑦 to get a higher payoff.
This is not captured by Nash equilibria. Its definition considers only

the expected utility of the whole game, which does not change

when strategies in unreached parts of the game tree change.
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This leads to the subgame perfect equilibrium, a refinement of the

Nash equilibrium in which deviations from the strategy profile must

also not increase the payoffs received by players in any subgame.

Definition 2 (Subgame Perfect Equilibrium). A strategy profile

𝛽 is a subgame perfect equilibrium if 𝑈 𝐸
𝑖
(𝛽′ |ℎ) ≤ 𝑈 𝐸

𝑖
(𝛽 |ℎ) for

all players 𝑖 , all histories ℎ where that player acts, and all strategy

profiles 𝛽′ = (𝛼𝑖 , 𝛽−𝑖 ) that only deviate from 𝛽 in player 𝑖’s strategy.

The marked strategy profile 𝛽 in Figure 1 is not subgame perfect,

since 𝑈 𝐸
2
(𝛽′ |⟨𝑎⟩) = 1 > 0 = 𝑈 𝐸

2
(𝛽 |⟨𝑎⟩), where 𝛽′ is the strategy

profile in which player 2 plays 𝑦 at ⟨𝑎⟩ instead of 𝑥 .

In imperfect information games, when players reach some in-

formation set 𝐼 , they must decide which action to play without

knowing which ℎ ∈ 𝐼 is the actual history. To preserve the concept

of subgame perfection, players must form a belief 𝜇 (𝐼 ) (ℎ) about
which history they are in. Pairs (𝛽, 𝜇) of a strategy profile 𝛽 and a

belief system 𝜇 are called assessments. Intuitively, strategies must

be believed to be optimal from each information set, and beliefs

must reflect the probabilities of histories being reached based on

the agents’ strategies. This leads us to the following definition.

Definition 3 (Sequential Equilibrium). Let 𝛽 be a strategy profile

and 𝜇 a belief system. The assessment (𝛽, 𝜇) is
(i) sequentially rational if for any information set 𝐼 of player

𝑖 and any strategy profile 𝛽′ = (𝛼𝑖 , 𝛽−𝑖 ) with a different

strategy for player 𝑖 , we have

𝑈 𝐵
𝑖 (𝛽′, 𝜇 |𝐼 ) ≤ 𝑈 𝐵

𝑖 (𝛽, 𝜇 |𝐼 ), (1)

(ii) consistent if there exists a series of assessments (𝛽𝑛, 𝜇𝑛) such
that lim𝑛→∞ (𝛽𝑛, 𝜇𝑛) = (𝛽, 𝜇), and for all ℎ ∈ 𝐻 and 𝐼 ∈ I,

𝑃𝛽𝑛 (ℎ) > 0 (2)

𝜇𝑛 (𝐼 ) (ℎ) =
𝑃𝛽𝑛 (ℎ)
𝑃𝛽𝑛 (𝐼 )

, (3)

(iii) a sequential equilibrium if it is both sequentially rational and

consistent.

3 EXPLORING SEQUENTIAL EQUILIBRIA
In the following section we will explore these two properties of

sequential equilibria. Since our goal is to compute all sequential

equilibria of a given game, wewill attempt to findways to transform

both properties into a form that can be used computationally.

For sequential rationality, we will reduce the problem to a more

local one, where we only need to consider alternative strategies 𝛽′

that differ from 𝛽 only at a single information set 𝐼 , and we will end

up with sequential rationality described by a system of equations

and inequalities that are linear in the beliefs 𝜇 (𝐼 ) (ℎ) and polynomial

in the action probabilities 𝛽 (𝐼 ) (𝑎). This largely follows the work of

Hendon et al. [7] and requires that the beliefs are consistent.

We then follow the work of Kohlberg and Reny [8] to also express

consistency as a finite set of polynomial equations. This requires

us to compute the extreme directions of a set of polyhedral cones,

a problem we will discuss further in Section 4.2.

3.1 Sequential Rationality
Sequential rationality is the natural extension of subgame perfec-

tion. At every information set, the acting player must believe that

1

1

𝑎

0

𝑏

0, 0

𝑐

0

𝑑

1

𝑑

0, 1

𝑐

0, 2

𝑒

0, 1

𝑓

0, 0

𝑒

0, 2

𝑓

2

2

Figure 2: A game with an inconsistent assessment. Beliefs are
depicted in blue, strategies in red. Although the assessment
is locally sequentially rational, it is not sequentially rational.

no deviating strategy can improve their utility. That is, the acting

player cannot achieve a higher payoff by changing their own action

probabilities in that information set or further down the game tree.

We recapitulate the result of Hendon et al. [7], that if beliefs

are consistent, we can reduce sequential rationality to a more local

property. We also show how this property can be described by

a set of polynomial equations and inequalities in 𝛽 and 𝜇. These

results are similar to two concepts in the analysis of Nash equilibria

and subgame perfect equilibria: the one-shot deviation principle,

which states that we only need to consider local deviations to verify

subgame perfection, and the fact that players may only assign

positive probabilities to actions which are best responses to the

opponents’ strategy.

3.1.1 One-Shot Deviation Principle. Since sequential rationality is

described as a property that holds for each information set, it is

natural to define sequential rationality at 𝐼 tomean that this property

holds for a given information set 𝐼 . In addition, we define local
sequential rationality at 𝐼 to mean that the property of sequential

rationality at 𝐼 holds for all strategies that differ from 𝛽 only at 𝐼 .

These concepts are used in [7], but not defined by these names.

Definition 4 (Local Sequential Rationality). Let (𝛽, 𝜇) be an assess-
ment and 𝐼 ∈ I an information set of acting player 𝑖 . The assessment

(𝛽, 𝜇) is locally sequentially rational at 𝐼 if𝑈 𝐵
𝑖
(𝛽′, 𝜇 |𝐼 ) ≤ 𝑈 𝐵

𝑖
(𝛽, 𝜇 |𝐼 )

for any strategy profile 𝛽′ = (𝛼𝑖 , 𝛽−𝑖 ) where agent 𝑖 plays some

strategy 𝛼𝑖 , with 𝛼𝑖 (𝐼 ′) = 𝛽𝑖 (𝐼 ′) for all 𝐼 ′ ∈ I \ {𝐼 }. We say (𝛽, 𝜇)
is locally sequentially rational if it is locally sequentially rational at

every information set 𝐼 ∈ I.

We restate the one-shot deviation principle fromHendon et al. [7]:

Theorem 5 (One-Shot Deviation Principle, [7]). Let (𝛽, 𝜇) be
a locally sequentially rational assessment. If (𝛽, 𝜇) is consistent, then
(𝛽, 𝜇) is sequentially rational and therefore a sequential equilibrium.

Since sequential rationality implies local sequential rationality,

we can follow from Theorem 5 that whenever an assessment is con-

sistent, it is a sequential equilibrium if and only if it is also locally

sequentially rational. Note that while our version of the theorem

requires that the assessment be consistent, Hendon et al. [7] use

a weaker form of consistency called pre-consistency that is suffi-

cient for local sequential rationality to imply sequential rationality.

Full Research Paper  AAMAS 2024, May 6–10, 2024, Auckland, New Zealand

717



1

4

1

4

3

4

3

4

1

3

1

4

2

3

1

2

1

4

𝑥

0

1 − 𝑥
0

1
𝑥

0

1 − 𝑥
0

1

𝑥
1

1 − 𝑥
1

𝑥

0

1 − 𝑥
0

𝑥

0

1 − 𝑥
0

1 1

(a) (b) (c) (d) (e)

Figure 3: Five examples of game trees annotated with consistent assessments. Beliefs are marked in blue, strategies in red.

Perea [16] has further reduced the requirement to so-called up-
dating consistency. Since consistency is a necessary condition for

sequential equilibria, we will not use these weaker concepts.

Figure 2 shows why, without a consistency requirement, local

sequential rationality is not a sufficient condition for sequential

rationality. The problem is that even if an assessment is locally

sequentially rational, a deviation in one information set might be

believed to be profitable given the beliefs at an earlier information

set. Consider the strategy where agent 2 plays 𝑒 instead of 𝑓 in the

lower information set. While the believed utility in this information

set decreases from 2 to 0, the believed utility at the upper informa-

tion set increases from 1 to 2. Thus, while the depicted assessment

is locally sequentially rational, it is not sequentially rational.

3.1.2 Best Responses. The following proposition provides a nec-

essary and sufficient condition on local sequential rationality. If

an action 𝑎 is played with probability 𝛽 (𝐼 ) (𝑎) > 0, then it must

be a best response to the other players’ actions. Our proposition

generalizes Lemma 33.2 from the book by Osborne and Rubinstein.

Proposition 6. An assessment (𝛽, 𝜇) is locally sequentially ratio-
nal if and only if for all 𝐼 ∈ I and 𝑎 ∈ 𝐴(𝐼 ) the following holds:

if 𝛽 (𝐼 ) (𝑎) > 0, then
∑︁
ℎ∈𝐼

𝜇 (𝐼 ) (ℎ)𝑈 𝐸
𝑖 (𝛽 |⟨ℎ, 𝑎⟩) = 𝑈 𝐵

𝑖 (𝛽, 𝜇 |𝐼 ) (4)

if 𝛽 (𝐼 ) (𝑎) = 0, then
∑︁
ℎ∈𝐼

𝜇 (𝐼 ) (ℎ)𝑈 𝐸
𝑖 (𝛽 |⟨ℎ, 𝑎⟩) ≤ 𝑈 𝐵

𝑖 (𝛽, 𝜇 |𝐼 ) (5)

Proof sketch. We apply the proof idea for best responses in

strategic games: If there is an action that violates (4) or (5), then we

can construct a local deviation of 𝛽 that results in a higher utility,

violating local sequential rationality. If the assessment is not locally

sequentially rational, then there must exist a local deviation with

higher utility, which is only possible if (4) or (5) are violated. □

We can finally rewrite equations (4) and (5) from Proposition 6

as a system of polynomial equations and inequalities without case

distinctions. For all 𝐼 ∈ I, 𝑎 ∈ 𝐴(𝐼 ), and 𝑖 = 𝑁 (𝐼 ) we obtain(∑︁
ℎ∈𝐼

𝜇 (𝐼 ) (ℎ)𝑈 𝐸
𝑖 (𝛽 |⟨ℎ, 𝑎⟩)

)
−𝑈 𝐵

𝑖 (𝛽, 𝜇 |𝐼 ) ≤ 0, and

𝛽 (𝐼 ) (𝑎) ·
((∑︁

ℎ∈𝐼
𝜇 (𝐼 ) (ℎ)𝑈 𝐸

𝑖 (𝛽 |⟨ℎ, 𝑎⟩)
)
−𝑈 𝐵

𝑖 (𝛽, 𝜇 |𝐼 )
)
= 0.

An assessment is locally sequentially rational if and only if it

satisfies this system of equations. By Theorem 5, the sequential

equilibria of a game are exactly the consistent assessments that are

locally sequentially rational. In the following, we will show how

consistency can be similarly characterized as a system of polyno-

mial equations, following the results of Kohlberg and Reny [8].

3.2 Consistency
While sequential rationality enforces that strategies are optimal

given players’ beliefs, consistency enforces that beliefs correctly

reflect the conditional probabilities of each history being reached,

given players’ strategies. In particular, for information sets that are

reached with probability 𝑃𝛽 (𝐼 ) > 0, we have

𝜇 (𝐼 ) (ℎ) =
𝑃𝛽 (ℎ)
𝑃𝛽 (𝐼 )

= 𝑃𝛽 (ℎ |𝐼 ) .

Note that consistency depends only on the structure of the game

tree. In particular, whether a given assessment is consistent does

not depend on the utilities of the game, nor does it depend on the

acting player at each information set. In the case of 𝑃𝛽 (𝐼 ) = 0, the

restrictions imposed by consistency can become more complex.

Figure 3 shows the structures of five different game trees, to-

gether with possible consistent assessments. In the simplest cases,

the beliefs correspond directly to the action probabilities (a), or

to the conditional probabilities of the strategies leading to each

history (b). Sometimes, if an information set is not reached, the

assessment is consistent for any belief (c). However, such arbitrary

beliefs may further constrain the beliefs at the next information set

(d), and even at different parts of the game tree (e). In the last two

examples, to satisfy consistency, the beliefs at both information sets

must be identical, since they would have to be identical in any fully

mixed assessment (i.e., with only positive action probabilities) that

converges to (𝛽, 𝜇). For a more detailed discussion of how beliefs

can be constrained by consistency, see the paper by Pimienta [17].

We will now follow the work of Kohlberg and Reny [8] to rep-

resent consistency by a finite set of polynomial equations. The

reduction consists of several steps: An assessment is consistent if

and only if a special system of linear equations 𝐴𝑥 = 𝑏, where 𝐴

depends on the structure of the game tree and 𝑏 depends on the

assessment, has a positive approximate solution. Such a solution

exists if and only if a certain property holds for all vectors 𝑝 with

𝑝𝐴 = 0. This property can be written as an equation in 𝛽 and 𝜇.

Finally, the set of relevant vectors 𝑝 can be reduced so that the sys-

tem of equations becomes finite and polynomial without changing

the solution set. To obtain this subset of relevant vectors, we have

to compute the extreme directions of a set of polyhedral cones.

Our contribution is to provide more details on the approach

by Kohlberg and Reny. We explicitly construct the linear system

𝐴𝑥 = 𝑏 (Theorem 8) and formalize and prove all the necessary

intermediate steps to derive the coefficients and exponents of the

polynomial equations (Propositions 10-14). In Kohlberg and Reny’s

paper, the underlying ideas are stated informally and without proof.

3.2.1 Positive Approximate Solutions. The concept of positive ap-
proximate solutions is the first step in our process of representing
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consistency as a system of polynomial equations. These are so-

lutions to systems of equations 𝐴𝑥 = 𝑏, where the vector 𝑏 may

contain values such as ∞ or −∞, or ill-defined expressions such as

∞−∞ or
0

0
, using the conventions of the extended real number line

R (see, e.g., [1]). A positive approximate solution is then a series

𝑥𝑛 such that each component of each vector 𝑥𝑛 is positive and 𝐴𝑥𝑛

converges to 𝑏 for each component of 𝑏 that is well-defined.

Definition 7 (Positive Approximate Solution of a Linear System).
Let𝐴𝑥 = 𝑏 be a linear system where each 𝑏𝑖 ∈ R = R∪ {−∞,∞} or
ill-defined. A positive approximate solution to this system is a series

(𝑥𝑛)𝑛∈N where 𝑥𝑛 > 0 for all 𝑛 ∈ N, and lim𝑛→∞ (𝐴𝑥𝑛)𝑖 = 𝑏𝑖 for

all 𝑖 such that 𝑏𝑖 is well-defined.

We will now construct a linear system from an assessment (𝛽, 𝜇)
in such a way that it has a positive approximate solution if and only

if the assessment is consistent.

Theorem 8 (Linear System for consistency). Let {𝑎𝑖 | 𝑖 ∈
{1, . . . , 𝑁actions}} be the set of all actions in an extensive-form game
(we assume without loss of generality that each action can be played in
exactly one information set), and let {(ℎ1

𝑖
, ℎ2

𝑖
) | 𝑖 ∈ {1, . . . , 𝑁pairs}}

be the set of all history pairs such that and both historiesℎ1
𝑖
andℎ2

𝑖
are

in the same information set. Furthermore, let 𝑀 = 𝑁actions + 𝑁pairs.
Then an assessment (𝛽, 𝜇) is consistent if and only if the linear system
𝐴𝑥 = 𝑏 which is defined as follows has a positive approximate solution.

𝐴 =

[
�̃�

𝐼𝑁actions

]
, where �̃� ∈ R𝑁pairs×𝑁actions is defined as below:

�̃�𝑖, 𝑗 =


1 if 𝑎 𝑗 ∈ ℎ1

𝑖
and 𝑎 𝑗 ∉ ℎ2

𝑖

−1 if 𝑎 𝑗 ∉ ℎ1
𝑖
and 𝑎 𝑗 ∈ ℎ2

𝑖

0 otherwise

𝑏𝑖 = 𝑙𝑜𝑔(𝛼𝑖 ) − 𝑙𝑜𝑔(𝛾𝑖 ) for 𝑖 ∈ {1, . . . , 𝑀}, where

𝛼𝑖 =

{
𝜇 (ℎ1

𝑖
) if 𝑖 ∈ {1, . . . , 𝑁𝑝𝑎𝑖𝑟𝑠 }

𝛽 (𝑎𝑖−𝑁𝑝𝑎𝑖𝑟𝑠
) otherwise

𝛾𝑖 =

{
𝜇 (ℎ2

𝑖
) if 𝑖 ∈ {1, . . . , 𝑁𝑝𝑎𝑖𝑟𝑠 }

1 otherwise

Note that 𝐴 ∈ R𝑀×𝑁actions
, 𝑏 ∈ R𝑀 , and 𝑥 ∈ R𝑁actions

.

Proof sketch. Both positive approximate solutions and consis-

tency depend on the existence of a convergent series. For consis-

tency, we need a series of fully-mixed assessments (𝛽𝑛, 𝜇𝑛), where
the 𝜇𝑛 are determined by the 𝛽𝑛 via Bayes’ rule. We define a mul-

tiplicative system for which the positive approximate solutions

(which are defined similarly as for linear systems) are exactly these

series. For 𝐼 ∈ I, each pair ℎ1, ℎ2 ∈ 𝐼 and action 𝑎𝑖 ∈ 𝐼 , we have:∏
𝑎𝑖 ∈ℎ1

𝑥𝑖∏
𝑎𝑖 ∈ℎ2

𝑥𝑖
=

𝜇 (𝐼 ) (ℎ1)
𝜇 (𝐼 ) (ℎ2)

(6)

𝑥𝑖 = 𝛽 (𝐼 ) (𝑎𝑖 ) (7)

The linear system is obtained by taking the logarithm of this system.

It has a positive approximate solution if and only if the multiplica-

tive system has one. The full proof is in the appendix [5]. □

Note that some of the 𝑏𝑖 can be ill-defined. This is the case if

𝛼𝑖 = 𝛾𝑖 = 0 and thus 𝑏𝑖 = log(0) − log(0) = ∞ − ∞. Since the

existence of positive approximate solutions only depends on the

equations where 𝑏𝑖 is well-defined, we can reduce the system such

that the equations where 𝑏𝑖 is ill-defined are omitted. From now

on, we will assume that all 𝑏𝑖 are well-defined.

3.2.2 Existence of a Positive Approximate Solution. Kohlberg and
Reny [8] give a result for the existence of a positive approximate

solution to a linear system. We restate this here without proof:

Theorem 9 (Solution Existence for Linear Systems, [8]). A
linear system 𝐴𝑥 = 𝑏 has a positive approximate solution if and only
if the following property holds for all 𝑝 ∈ R𝑀 where 𝑝𝐴 = 0:∑︁

𝑝𝑖≠0

𝑝𝑖𝑏𝑖 = 0 or
∑︁
𝑝𝑖≠0

𝑝𝑖𝑏𝑖 is ill-defined (8)

The sum can be ill-defined if it contains the expressions 0 · ∞ or

∞−∞. Since we only sum over 𝑝𝑖 ≠ 0, we only need to consider

the second case. Importantly, we can write Property (8) for a given

vector 𝑝 ∈ Z𝑀 as a polynomial equation.

Proposition 10. Consider a linear system 𝐴𝑥 = 𝑏 where 𝑏𝑖 =

𝑙𝑜𝑔(𝛼𝑖 ) − 𝑙𝑜𝑔(𝛾𝑖 ) for some 𝛼𝑖 , 𝛾𝑖 ∈ R. Then Property (8) holds for
some vector 𝑝 ∈ Z𝑀 if and only if the following equation is satisfied:∏

𝑝𝑖>0

𝛼
𝑝𝑖
𝑖

∏
𝑝𝑖<0

𝛾
−𝑝𝑖
𝑖

=
∏
𝑝𝑖>0

𝛾
𝑝𝑖
𝑖

∏
𝑝𝑖<0

𝛼
−𝑝𝑖
𝑖

(9)

Proof. Consider first the case where

∑
𝑝𝑖≠0 𝑝𝑖𝑏𝑖 is ill-defined.

Here, we know that Property (8) always holds. Therefore, we only

need to show that equation (9) is satisfied. For

∑
𝑝𝑖≠0 𝑝𝑖𝑏𝑖 to be

ill-defined, there must exist indices 𝑖, 𝑗 such that 𝑝𝑖𝑏𝑖 = ∞ and

𝑝 𝑗𝑏 𝑗 = −∞. Here the sum 𝑝𝑖𝑏𝑖 + 𝑝 𝑗𝑏 𝑗 = ∞−∞ is ill-defined. This

happens if either 𝑝𝑖 > 0 and 𝛾𝑖 = 0, or 𝑝𝑖 < 0 and 𝛼𝑖 = 0. In any

case,

∏
𝑝𝑖>0 𝛾

𝑝𝑖
𝑖

∏
𝑝𝑖<0 𝛼

−𝑝𝑖
𝑖

= 0. Similarly, we know that either

𝑝 𝑗 > 0 and 𝛼𝑖 = 0, or 𝑝 𝑗 < 0 and 𝛾 𝑗 = 0, which means that∏
𝑝𝑖>0 𝛼

𝑝𝑖
𝑖

∏
𝑝𝑖<0 𝛾

−𝑝𝑖
𝑖

= 0. Therefore, equation (9) is satisfied.

In the case where

∑
𝑝𝑖≠0 𝑝𝑖𝑏𝑖 is well-defined, Property (8) holds

for 𝑝 if and only if

∑
𝑝𝑖≠0 𝑝𝑖𝑏𝑖 = 0. We obtain equation (9) by taking

the exponential function and then multiplying by all the terms with

a negative exponent.∑︁
𝑝𝑖≠0

𝑝𝑖𝑏𝑖 = 0 ⇐⇒
∑︁
𝑝𝑖≠0

𝑝𝑖 (𝑙𝑜𝑔(𝛼𝑖 ) − 𝑙𝑜𝑔(𝛾𝑖 )) = 0

⇐⇒
∏
𝑝𝑖≠0

(
𝛼𝑖

𝛾𝑖

)𝑝𝑖
= 1

⇐⇒
∏
𝑝𝑖>0

𝛼
𝑝𝑖
𝑖

∏
𝑝𝑖<0

𝛾
−𝑝𝑖
𝑖

=
∏
𝑝𝑖>0

𝛾
𝑝𝑖
𝑖

∏
𝑝𝑖<0

𝛼
−𝑝𝑖
𝑖

Note that some of the terms we multiply by can be equal to zero.

If this is the case, all of the terms with positive exponents are

nonzero, since otherwise

∑
𝑝𝑖≠0 𝑝𝑖𝑏𝑖 would be ill-defined. Here,

neither equation is satisfied and their equivalency still holds. □

3.2.3 A Finite System of Equations. To write consistency as a finite
system of polynomial equations, we have to solve two problems:

In Theorem 9, we consider vectors which can have non-integer

components. This means that we cannot use Proposition 10 to

obtain an equivalent polynomial equation. Furthermore, there are

infinitelymany vectors 𝑝 with 𝑝𝐴 = 0 (except in perfect information

games where 𝐴 is the identity matrix 𝐼𝑁actions ).
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We now reduce the set of relevant vectors to a finite one.

Let𝑊𝐴
𝑏

⊆ {𝑝 | 𝑝𝐴 = 0} be the set of all 𝑝 such that

∑
𝑝𝑖≠0 𝑝𝑖𝑏𝑖

is well-defined. We then only need to check Property (8) for all

𝑝 ∈𝑊𝐴
𝑏
, since we already know that it holds for all 𝑝 ∉𝑊𝐴

𝑏
.

Consider again that

∑
𝑝𝑖≠0 𝑝𝑖𝑏𝑖 is well-defined if there are no

indices 𝑖 and 𝑗 such that 𝑝𝑖𝑏𝑖 = ∞ and 𝑝 𝑗𝑏 𝑗 = −∞, For any 𝑝 ∈𝑊𝐴
𝑏
,

either all infinite terms of the sum must be positive, or all infinite

terms must be negative. We can thus write𝑊𝐴
𝑏

= 𝐶𝐴
𝑏
∪−𝐶𝐴

𝑏
where

𝐶𝐴
𝑏
= {𝑝 | 𝑝𝐴 = 0 ∧ 𝑝𝑖 ≥ 0 if 𝑏𝑖 = ∞∧ 𝑝𝑖 ≤ 0 if 𝑏𝑖 = −∞}, and

−𝐶𝐴
𝑏
= {𝑝 | 𝑝𝐴 = 0 ∧ 𝑝𝑖 ≤ 0 if 𝑏𝑖 = ∞∧ 𝑝𝑖 ≥ 0 if 𝑏𝑖 = −∞}.

We now show that it is sufficient to check Property (8) for all

𝑝 ∈ 𝐶𝐴
𝑏
. As we will see, we do not need to consider 𝑝 ∈ −𝐶𝐴

𝑏
.

Proposition 11. Let𝐴𝑥 = 𝑏 be the linear system from Theorem 8.
Then the assessment (𝛽, 𝜇) is consistent if and only if Property (8) is
satisfied for all 𝑝 ∈ 𝐶𝐴

𝑏
.

Proof. By Theorem 9, the assessment is consistent if and only

if Property (8) is satisfied for all 𝑝 where 𝑝𝐴 = 0. Since the property

is satisfied if

∑
𝑝𝑖≠0 𝑝𝑖𝑏𝑖 is ill-defined, we do not need to consider

vectors 𝑝 ∉ 𝑊𝐴
𝑏
. For 𝑝 ∈ 𝑊𝐴

𝑏
, note that

∑
𝑝𝑖≠0 𝑝𝑖𝑏𝑖 = 0 ⇐⇒∑

𝑝𝑖≠0 −𝑝𝑖𝑏𝑖 = 0. This means that Property (8) holds for 𝑝 if and

only if it holds for −𝑝 . The assessment is thus consistent if and only

if Property (8) is satisfied for all 𝑝 ∈ 𝐶𝐴
𝑏
. □

As we can see, 𝐶𝐴
𝑏
is an intersection of half spaces and thus a

pointed polyhedral cone:

𝐶𝐴
𝑏
= {𝑝 | 𝑝𝐴 = 0} ∩

⋂
𝑏𝑖=∞

{𝑝 | 𝑝𝑖 ≥ 0} ∩
⋂

𝑏𝑖=−∞
{𝑝 | 𝑝𝑖 ≤ 0}

We can alternatively represent 𝐶𝐴
𝑏
as the set of all conical com-

binations of finitely many vectors {𝑒1, . . . , 𝑒𝑘 } such that

𝐶𝐴
𝑏
= {𝜆1𝑒1 + . . . + 𝜆𝑘𝑒𝑘 | 𝜆𝑘 ∈ R+}.

These vectors are called extreme directions (or conical basis) of

𝐶𝐴
𝑏
. Transforming one representation into the other can be done

with the double description method [22], which we will discuss

in Section 4. Note that in the cases where all 𝑏𝑖 are infinite, the

extreme directions of 𝐶𝐴
𝑏
are unique modulo scaling. Otherwise,

this is not necessarily the case. Furthermore, because the entries of

𝐴 are always integers, each of the extreme directions can be scaled

to have integer components. This is another result by Kohlberg and

Reny [8]. We chose an arbitrary conical basis 𝐸𝐷 (𝐶𝐴
𝑏
) which has

this property. This will allow us to use Proposition 10 to obtain

a system of polynomial equations. We show that if Property (8)

holds for two vectors of a cone, it also holds for arbitrary conical

combinations. This allows us to reduce the system to a finite one.

Proposition 12. If Property (8) holds for two vectors 𝑥,𝑦 ∈ 𝐶𝐴
𝑏

then it must also hold for any conical combination 𝑧 = 𝛼𝑥 + 𝛽𝑦,
∀𝛼, 𝛽 ∈ R+.

Proof. Since 𝐶𝐴
𝑏
is a cone, it follows that 𝑧 ∈ 𝐶𝐴

𝑏
. Therefore∑

𝑧𝑖≠0 𝑧𝑖𝑏𝑖 is well defined and Property (8) holds if

∑
𝑧𝑖≠0 𝑧𝑖𝑏𝑖 = 0.

We have

∑
𝑥𝑖≠0 𝑥𝑖𝑏𝑖 =

∑
𝑦𝑖≠0 𝑦𝑖𝑏𝑖 = 0. Let 𝑧 = 𝛼𝑥 + 𝛽𝑦, 𝛼, 𝛽 ∈ R+.

We split 𝑧𝑖 ≠ 0 into the cases (𝑥𝑖 = 0, 𝑦𝑖 ≠ 0), (𝑥𝑖 ≠ 0, 𝑦𝑖 = 0), and
(𝑥𝑖 ≠ 0, 𝑦𝑖 ≠ 0).∑︁
(𝛼𝑥+𝛽𝑦)𝑖≠0

(𝛼𝑥 + 𝛽𝑦)𝑖 · 𝑏𝑖

=
∑︁
𝑥𝑖≠0
𝑦𝑖=0

(𝛼𝑥 + 𝛽𝑦)𝑖 · 𝑏𝑖 +
∑︁
𝑥𝑖=0
𝑦𝑖≠0

(𝛼𝑥 + 𝛽𝑦)𝑖 · 𝑏𝑖 +
∑︁
𝑥𝑖≠0
𝑦𝑖≠0

(𝛼𝑥 + 𝛽𝑦)𝑖 · 𝑏𝑖

=
∑︁
𝑥𝑖≠0
𝑦𝑖=0

𝛼𝑥𝑖𝑏𝑖 +
∑︁
𝑥𝑖=0
𝑦𝑖≠0

𝛽𝑦𝑖𝑏𝑖 +
∑︁
𝑥𝑖≠0
𝑦𝑖≠0

𝛼𝑥𝑖𝑏𝑖 + 𝛽𝑦𝑖𝑏𝑖

=
∑︁
𝑥𝑖≠0
𝑦𝑖=0

𝛼𝑥𝑖𝑏𝑖 +
∑︁
𝑥𝑖≠0
𝑦𝑖≠0

𝛼𝑥𝑖𝑏𝑖 +
∑︁
𝑥𝑖=0
𝑦𝑖≠0

𝛽𝑦𝑖𝑏𝑖 +
∑︁
𝑥𝑖≠0
𝑦𝑖≠0

𝛽𝑦𝑖𝑏𝑖

=
∑︁
𝑥𝑖≠0

𝛼𝑥𝑖𝑏𝑖 +
∑︁
𝑦𝑖≠0

𝛽𝑦𝑖𝑏𝑖 = 0

In the first step of our transformation, there might be some 𝑗

where 𝑥 𝑗 ≠ 0,𝑦 𝑗 ≠ 0 but (𝛼𝑥 +𝛽𝑦) 𝑗 = 𝑧 𝑗 = 0. The terms 𝑧 𝑗𝑏 𝑗 would

normally not be included in

∑
𝑧𝑖≠0 𝑧𝑖𝑏𝑖 . In those cases, it follows

that 𝛼𝑥 𝑗 = −𝛽𝑦 𝑗 where 𝛼, 𝛽 > 0, therefore 𝑥 𝑗 and𝑦 𝑗 have a different

sign. Since 𝑥,𝑦 ∈ 𝐶𝐴
𝑏
, 𝑥𝑖 and 𝑦𝑖 must have the same sign whenever

𝑏𝑖 is infinite. Thus 𝑏 𝑗 is finite and 𝑧 𝑗𝑏 𝑗 = 0. We can therefore add

these terms to

∑
𝑧𝑖≠0 𝑧𝑖𝑏𝑖 while preserving equality.

3 □

We can now formalize a finite test for consistency.

Proposition 13 (Finite Consistency Test). Let 𝐴𝑥 = 𝑏 be the
linear system from Theorem 8. Then the assessment (𝛽, 𝜇) is consistent
if and only if Property (8) holds for all 𝑝 ∈ 𝐸𝐷 (𝐶𝐴

𝑏
).

Proof. If the assessment is consistent, then Property (8) must

hold for all 𝑝 ∈ {𝑝 | 𝑝𝐴 = 0} due to Theorem (10), so it also holds

for all 𝑝 ∈ 𝐸𝐷 (𝐶𝐴
𝑏
) ⊆ 𝐶𝐴

𝑏
⊆ {𝑝 | 𝑝𝐴 = 0}. If Property (8) holds for

all 𝑝 ∈ 𝐸𝐷 (𝐶𝐴
𝑏
), then it holds for all 𝑝 ∈ 𝐶𝐴

𝑏
because of Proposition

12 and because each 𝑝 can be written as conical combination of

𝐸𝐷 (𝐶𝐴
𝑏
). The assessment is then consistent due to Proposition 11.

Proposition 12 also implies that the choice of 𝐸𝐷 (𝐶𝐴
𝑏
) is irrele-

vant, since if Property (8) holds for one set of extreme directions,

then it holds for the whole cone and thus for any other set of

extreme directions. □

3.2.4 Finding all Consistent Assessments. We now have a finite test

for proving consistency of a given assessment (𝛽, 𝜇). However, we
still cannot easily describe the set of all consistent assessments.

This is because the test from Proposition 13 depends on the specific

cone𝐶𝐴
𝑏
, which depends on the right-hand side of the linear system

𝐴𝑥 = 𝑏, which depends on the exact values of (𝛽, 𝜇). More precisely,

it is the actions with 𝛽 (𝐼 ) (𝑎) = 0 and the beliefs with 𝜇 (𝐼 ) (ℎ) = 0

that determine which 𝑏𝑖 are finite, ∞, or −∞. Assuming that 𝐴

(which only depends on the game tree) is fixed, only the positions

of infinite values in 𝑏 are relevant for𝐶𝐴
𝑏
. Formally, if 𝑏′

𝑖
= ∞ ⇐⇒

𝑏𝑖 = ∞ and 𝑏′
𝑖
= −∞ ⇐⇒ 𝑏𝑖 = −∞, then 𝐶𝐴

𝑏′
= 𝐶𝐴

𝑏
.

Since we want to characterize all sequential equilibria of a game,

we need to find a criterion that works for arbitrary values of (𝛽, 𝜇).
3
The same argument does not work for linear combinations. Assuming 𝑥 𝑗 ≠ 0, 𝑦 𝑗 ≠ 0,

and (𝛼𝑥 +𝛽𝑦) 𝑗 = 𝑧 𝑗 = 0, it is possible that 𝑥 𝑗 and 𝑦 𝑗 have the same sign, since 𝛼 and

𝛽 can be negative. Then, 𝑏 𝑗 can be infinite, in which case 𝑧 𝑗𝑏 𝑗 = 0 · ∞ is ill-defined.
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As we will see, we can use the extreme directions of all cones

C𝐴 = {𝐶𝐴
𝑏

| 𝑏𝑖 ∈ {−∞, 0,∞},∀𝑖} relevant to 𝐴. The set of extreme

directions of all cones relevant to 𝐴 is defined as follows:

E𝐴 =
⋃

𝐶∈C𝐴

𝐸𝐷 (𝐶) =
⋃

𝑏𝑖 ∈{−∞,0,∞},∀𝑖
𝐸𝐷 (𝐶𝐴

𝑏
) .

We now show that we can use E𝐴
to obtain a more general test.

Proposition 14 (General Consistency Test). Let 𝐴𝑥 = 𝑏

be the linear system from Theorem 8. Then the assessment (𝛽, 𝜇) is
consistent if and only if Property (8) holds for all 𝑝 ∈ E𝐴 .

Proof. “⇐” If Property (8) holds for all 𝑝 ∈ E𝐴
, then it holds

specifically for all 𝑝 ∈ 𝐸𝐷 (𝐶𝐴
𝑏
) ⊆ E𝐴

. Thus, by Proposition 13, the

assessment is consistent. “⇒” If the assessment is consistent, then

by Theorem 9, Property (8) must hold for any 𝑝 such that 𝑝𝐴 = 0.

Since E𝐴 ⊆ {𝑝 | 𝑝𝐴 = 0}, Property (8) holds for all 𝑝 ∈ E𝐴
. □

3.2.5 Polynomial Equations. We can now express consistency as a

finite system of polynomial equations. This result follows directly

from Propositions 10 and 14.

Theorem 15 (Consistency as Polynomial Eqations, [8]).

Let 𝐴, 𝛼 , and 𝛾 be defined as in Theorem 8, with 𝛼 and 𝛾 containing
the strategies 𝛽 (·) and beliefs 𝜇 (·) as variables. Then an arbitrary
assessment (𝛽, 𝜇) is consistent if and only if for all 𝑝 ∈ E𝐴 ,∏

𝑝𝑖>0

𝛼
𝑝𝑖
𝑖

∏
𝑝𝑖<0

𝛾
−𝑝𝑖
𝑖

=
∏
𝑝𝑖>0

𝛾
𝑝𝑖
𝑖

∏
𝑝𝑖<0

𝛼
−𝑝𝑖
𝑖

.

4 IMPLEMENTATION
In the previous section we have seen how sequential rationality can

be expressed as a system of polynomial equations and inequalities

if we assume consistency. We have also seen how consistency can

be expressed as a system of polynomial equations. Together, these

equations characterize the set of all sequential equilibria.

4.1 Equations
First, we recapitulate the entire system of equations and inequalities.

The variables in our equations are the probabilities 𝛽 (𝐼 ) (𝑎) for
each action 𝑎 to be played at its information set 𝐼 , and the beliefs

𝜇 (𝐼 ) (ℎ) that players assign to each history ℎ at 𝐼 . The equations are

quantified over all 𝐼 ∈ I (with 𝑖 = 𝑁 (𝐼 )), 𝑎 ∈ 𝐴(𝐼 ), and 𝑝 ∈ E𝐴
:

𝛽 (𝐼 ) (𝑎) ≥ 0 (10a)∑︁
𝑎∈𝐴(𝐼 )

𝛽 (𝐼 ) (𝑎) = 1 (10b)

𝜇 (𝐼 ) (ℎ) ≥ 0 (11a)∑︁
ℎ∈𝐼

𝜇 (𝐼 ) (ℎ) = 1 (11b)(∑︁
ℎ∈𝐼

𝜇 (𝐼 ) (ℎ)𝑈 𝐸
𝑖 (𝛽 |⟨ℎ, 𝑎⟩)

)
−𝑈 𝐵

𝑖 (𝛽, 𝜇 |𝐼 ) ≤ 0 (12)

𝛽 (𝐼 ) (𝑎) ·
((∑︁

ℎ∈𝐼
𝜇 (𝐼 ) (ℎ)𝑈 𝐸

𝑖 (𝛽 |⟨ℎ, 𝑎⟩)
)
−𝑈 𝐵

𝑖 (𝛽, 𝜇 |𝐼 )
)
= 0 (13)

∏
𝑝𝑖>0

𝛼
𝑝𝑖
𝑖

∏
𝑝𝑖<0

𝛾
−𝑝𝑖
𝑖

=
∏
𝑝𝑖>0

𝛾
𝑝𝑖
𝑖

∏
𝑝𝑖<0

𝛼
−𝑝𝑖
𝑖

(14)

Equations (10a-11b) ensure that strategies 𝛽 (𝐼 ) and beliefs 𝜇 (𝐼 )
are probability distributions. Equations (12) and (13) correspond to

the sufficient and necessary conditions for local sequential rational-

ity (Proposition 6). The equations of type (14) ensure consistency.

That is, E𝐴
is the set of extreme directions of all cones from

C𝐴 = {𝐶𝐴
𝑏
| 𝑏𝑖 ∈ {−∞, 0,∞}, 𝑖 ∈ {1, . . . , 𝑀}}, where

𝐶𝐴
𝑏
= {𝑝 |𝑝𝐴 = 0} ∩

⋂
𝑖: 𝑏𝑖=∞

{𝑝 |𝑝𝑖 ≥ 0} ∩
⋂

𝑖: 𝑏𝑖=−∞
{𝑝 |𝑝𝑖 ≤ 0},

and 𝐴, 𝛼 , and 𝛾 are defined as in Theorem 8. Next, we will briefly

detail how to compute these extreme directions.

4.2 Finding all Extreme Directions
A naive approach is to compute the extreme direction of each cone

separately. This can be done with the so-called double description
method [22]. This algorithm computes the extreme directions of

a given cone by iteratively considering all constraints, calculat-

ing new extreme directions at each iteration based on the current

constraint and the previously computed extreme directions.

For example, to determine the extreme directions of 𝐶𝐴
(∞,∞,∞) ,

the algorithm computes the extreme directions of 𝐶𝐴
(0,0,0) , 𝐶

𝐴
(∞,0,0) ,

and 𝐶𝐴
(∞,∞,0) as intermediate steps. As we can see, running the

algorithm for each cone separately is inefficient because the ex-

treme directions of some cones are computed exponentially often

as intermediate steps. We can avoid this by computing the extreme

directions of cones with fewer constraints first and memorizing

the results for the computation of cones with more constraints.

Consider the following collection of sets:

C𝑖 = {𝐶𝐴
𝑏

| 𝑏 𝑗 = 0,∀𝑗 ≥ 𝑖} ∀𝑖 ∈ {1, . . . , 𝑀 + 1}

Our algorithm first computes the extreme directions of 𝐶𝐴
(0,...,0)

(which is the only cone in C1) and then iteratively computes the

extreme directions for all the cones in the sets C2, . . . , C𝑀+1. Impor-

tantly, each cone in C𝑖+1 corresponds to a cone in C𝑖 with at most

one constraint added (𝑝𝑖 ≤ 0 or 𝑝𝑖 ≥ 0). The computation of new

extreme directions for that cone thus corresponds to performing a

single additional step of the double description method.

The way we iterate over the cones ensures that our algorithm

only has to compute the extreme directions of each cone once.

However, each cone may still be relevant to the set of extreme

directions. In general, there are 3
𝑀

cones, where𝑀 is the number of

actions plus the number of pairs of histories in the same information

set. For larger games, the number becomes prohibitively large.

The number of cones can be reduced by identifying and removing

actions that are not relevant to consistency. These are the actions

such that for all pairs of histories in the same information set, the

action is either on the path of both histories, or on neither.

We can further optimize our approach by pruning cones for

which we can determine that no additional extreme directions will

be introduced. The full algorithm can be found in the appendix [5].

4.3 Cylindrical Algebraic Decomposition
Cylindrical algebraic decomposition is an algorithm that partitions

a subset of R𝑛 specified by a set of polynomials into so-called

cells (i.e., connected subsets of R𝑛). For a complete description of

the algorithm, see LaValle [11]. As implemented in Mathematica
[20], it allows us to solve a system of polynomial equations and
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𝛽 (𝑎) 𝛽 (𝑐) 𝛽 (𝑒) 𝜇 (⟨𝑎⟩) 𝜇 (⟨𝑎, 𝑑⟩) 𝑈 𝐸
2
(⟨⟩)

∈ [0, 2
3
) = 0 = 0 = 𝛽 (𝑎) = 𝛽 (𝑎) = 2 − 𝛽 (𝑎)

= 2

3
= 0 ∈ [0, 1] = 2

3
= 2

3
= 4

3

∈ ( 2
3
, 1] = 0 = 1 = 𝛽 (𝑎) = 𝛽 (𝑎) = 2 · 𝛽 (𝑎)

Figure 4: All sequential equilibria of the game from Figure 2
as returned by the cylindrical algebraic decomposition. Note
that, e.g., 𝛽 (𝑏) = 1 − 𝛽 (𝑎), 𝜇 (⟨𝑏⟩) = 1 − 𝜇 (⟨𝑎⟩) and𝑈 𝐸

1
(⟨⟩) = 0.

inequalities. Each cell successively assigns to each variable 𝑣𝑖 an

algebraic function specifying an interval 𝐼𝑖 (𝑣1, . . . , 𝑣𝑖−1) of possible
values for that variable. To extract a specific solution, we can first

select 𝑣1 ∈ 𝐼1, then 𝑣2 ∈ 𝐼2 (𝑣1), then 𝑣3 ∈ 𝐼3 (𝑣1, 𝑣2), and so on.

Note that cylindrical algebraic decomposition is only defined for

polynomials with coefficients in Q. Strictly speaking, our approach

is therefore restricted to games with rational payoffs.

Cylindrical algebraic decomposition has a computational com-

plexity that is double exponential in the number of variables. This

makes it infeasible for large games. Our system of polynomials con-

tains one variable 𝛽 (𝐼 ) (𝑎) for each action and one variable 𝜇 (𝐼 ) (ℎ)
for each history in each information set. We can reduce the number

of variables by defining one belief and one action probability for

each information set implicitly through the others.

Another optimization that has proven effective in some cases is

to add additional equations describing the Nash equilibria of the

game. Since all sequential equilibria are Nash equilibria, this does

not change the solution space andwe obtain the same solutions. The

polynomial equations characterizing the Nash equilibria follow the

usual idea of restricting the behavioral strategies to best responses.

An example output can be seen in Figure 4. The sequential equi-

libria are partitioned into three cells with infinitely many elements.

5 CONCLUSION
The main contribution of this paper is to show that the set of all

sequential equilibria of an extensive-form game can be represented

by a system of polynomial equations and inequalities. To this end,

we combined theoretical results by Hendon et al. [7] and Kohlberg

and Reny [8]. We furthermore described how to obtain and solve

this system using symbolic computation.

For sequential rationality, we used a local form of sequential

rationality that considers only the deviations at each information

set. Local sequential rationality holds at 𝐼 if and only if the acting

player believes all played actions to be best responses to the other

players’ strategies. We have shown how to represent this property

as a system of equations and inequalities that are linear in the

beliefs 𝜇 (𝐼 ) (ℎ) and polynomial in the strategies 𝛽 (𝐼 ) (𝑎). Similar

to the one-shot-deviation principle for subgame perfect equilibria,

local sequential rationality is a sufficient (and necessary) condition

for sequential rationality under the assumption that the assessment

is already consistent, as shown by Hendon et al. [7].

For consistency, we briefly discussed the restrictions that consis-

tency can pose on unreached information sets, which are not en-

tirely obvious. Kohlberg and Reny [8] proposed a way to represent

consistency as a system of polynomial equations. We have elabo-

rated their approach in sufficient detail to be easily implemented.

While this gives us a solution to represent consistency, it comes

with a new problem: finding the extreme directions of a set of cones.

The double description method provides an established method

to calculate the extreme directions of a single cone. However, it is

inefficient for calculating the extreme directions of a set of cones.We

proposed a modified version of the algorithm, that takes advantage

of its iterative nature to avoid calculating the extreme directions of

the same cone multiple times. Our method still considers each cone

individually, and even though we found a way to prune some cones,

the number of cones is still prohibitively large for larger games.

We use symbolic computation to solve our system of polyno-

mial equations and inequalities. This gives us a compact and exact

representation of all sequential equilibria of a game, even if there

are connected components of infinitely many equilibria. However,

both steps of this process, generating the system of equations and

solving it, are infeasible for large games. In the first step, the num-

ber of cones is exponential in the size of the game tree, and in

the second step, the cylindrical algebraic decomposition is double

exponential in the number of variables in an assessment. While

we have proposed some minor optimizations, pruning some of the

cones and substituting some of the variables, these improvements

are not sufficient to make the approach feasible for larger games.

Nevertheless, our implementation successfully handles small

games such as Selten’s Horse or small signaling games. It is already

difficult to find all sequential equilibria for these games by hand.

To the best of our knowledge, our implementation is the first tool

that finds all sequential equilibria in finite imperfect information

games, representing them symbolically. Besides for analyzing small

games, we see a practical use for teaching the concept of sequential

equilibria in game theory courses.

There are approaches from related work for computing sequen-

tial equilibria for restricted subsets of games. Miltersen and Søren-

sen [13] use minimax strategies to compute sequential equilibria

for two-player games. Gilpin and Sandholm [4] compute sequential

equilibria in a class of games where chance nodes are the only

source of uncertainty. Turocy [21] provides a numerical algorithm

to compute sequential equilibria for finite imperfect information

games, implemented in Gambit. However, the implementation suf-

fers from issues of numerical instability making it unreliable [13].

Finally, Panozzo [15] proposed some approaches for the algorithmic

verification of sequential equilibria.

In future work, we plan to investigate techniques to improve

the performance of our approach. These could include improving

the computation of the extreme directions of the set of cones, or

modifying the equations to gain performance in the decomposition

algorithm. There are also alternative characterizations of consis-

tency that we could potentially use that do not rely on the extreme

direction of polyhedral cones [3, 19]. We believe that this may allow

us to solve slightly larger games such as Kuhn Poker [10].
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