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ABSTRACT
We study the problem of allocating indivisible resources under

the connectivity constraints of a graph 𝐺 . This model, initially

introduced by Bouveret et al. (published in IJCAI, 2017), effectively

encompasses a diverse array of scenarios characterized by spatial

or temporal limitations, including the division of land plots and the

allocation of time plots. In this paper, we introduce a novel fairness

concept that integrates local comparisons within the social network

formed by a connected allocation of the item graph. Our particular

focus is to achieve pairwise-maximin fair share (PMMS) among

the "neighbors" within this network. For any underlying graph

structure, we show that a connected allocation that maximizes

Nash welfare guarantees a (1/2)-PMMS fairness. Moreover, for two

agents, we establish that a (3/4)-PMMS allocation can be efficiently

computed. Additionally, we demonstrate that for three agents and

the items aligned on a path, a PMMS allocation is always attainable

and can be computed in polynomial time. Lastly, when agents

have identical additive utilities, we present a pseudo-polynomial-

time algorithm for a (3/4)-PMMS allocation, irrespective of the

underlying graph𝐺 . Furthermore, we provide a polynomial-time

algorithm for obtaining a PMMS allocation when 𝐺 is a tree.
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1 INTRODUCTION
Consider the distribution of offices among research groups. This

task is not simple due to the inherent differences in size, quality, and

location of the offices. Moreover, individuals may possess diverse

preferences for these factors. For instance, certain individuals may

prioritize office size, as they require sufficient space to conduct

experiments, while others may emphasize proximity to student

canteens. In light of these considerations, how can one effectively

address individuals’ needs and ensure a “fair" distribution of offices?

This work is licensed under a Creative Commons Attribution

International 4.0 License.

Proc. of the 23rd International Conference on Autonomous Agents and Multiagent Systems
(AAMAS 2024), N. Alechina, V. Dignum, M. Dastani, J.S. Sichman (eds.), May 6 – 10, 2024,
Auckland, New Zealand. © 2024 International Foundation for Autonomous Agents and

Multiagent Systems (www.ifaamas.org).

This question has been explored in the extensive literature on

fair division [28]. The existing literature has traditionally focused

on two primary fairness notions: envy-freeness and proportionality.

Evny-freeness requires each agent to prefer her own bundle over

the bundle of anyone else. Proportionality ensures that each agent

receives a fair share, comprising at least 1/𝑛 of the total utility of

the resource. However, achieving either of these notions becomes

challenging when the resources are indivisible. For instance, when

distributing a single office among two agents, we can satisfy nei-

ther of the fairness requirements. To address this limitation, recent

research has explored alternative fairness measures that relax these

requirements. Examples include envy-freeness up to one item (EF1)

and maximin fair share (MMS) [14].

In this paper, we investigate amodel that focuses on the connected
allocation of indivisible resources arranged in a graph structure.

This model, as proposed by Bouveret et al. [10], captures various

resource allocation scenarios that involve spatial or temporal con-

straints. Using the example of office allocation, it is not desirable for

members of a research group to be assigned offices that are widely

dispersed. The vertices of the graph can represent not only offices

but also land plots, time slots, and other similar resources.

While envy-freeness and proportionality are natural fairness con-

cepts within the graph fair division model, it may not be realistic to

assume that individuals make global comparisons across the entire

resource. According to the theory of social comparison, people of-

ten engage in local comparisons, where they assess their situation

in relation to their peers, neighbors, or family members [17, 31, 32].

In the context of fair division, several papers have explored

this phenomenon by assuming that agents are part of a social net-

work [1, 6, 7, 13, 20]. Much of this research focuses on local fairness

requirements, where agents compare their allocation only with that

of their neighbors within the underlying social network.

To integrate these two elements, fair division of and over graphs,
we present a novel model that incorporates local comparison into

the graph fair division setting. More precisely, we examine the so-

cial network formed by a connected allocation of the item graph

and investigate local fairness among the “neighbors" in the net-

work. In this context, two agents are considered neighbors if they

are allocated to vertices that are adjacent to each other. In prac-

tical scenarios, this could correspond to neighboring countries,

employees assigned to consecutive shifts, or research groups with

adjacent offices. Building upon recent research on approximate

fairness [14, 15], we focus on the local variant of pairwise maximin

fair share (PMMS). We aim at addressing the following question:

What local fairness guarantees can be achieved under
various types of graphs? Can we simultaneously attain
local and global fairness?
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Table 1: Summary of our results for additive utilities. The non-existence † holds due to a counterexample for MMS existence on
a graph [10, 25]. The existence ⊕ follows from the cut-and-choose argument among two agents with additive utilities. The
NP-hardness ⊗ is due to the NP-hardness of Partition.

Properties 𝑛 agents (any graph) 2 agents (any graph) 3 agents (path) Identical agents

MMS & PMMS

Existence No† Yes⊕ Open Yes (Th. 6.1)

Computation NP-hard⊗ NP-hard⊗ Open Poly for trees (Cor. 6.8)

𝛼-PMMS

Existence Yes for 𝛼 = 1/2 (Th. 3.1) Yes for 𝛼 = 1 ⊕ Yes for 𝛼 = 1 (Th. 5.1) Yes for 𝛼 = 1 (Th. 6.1)

Computation Open for constant 𝛼 ∈ (0, 1) Poly for 𝛼 = 3/4 (Th. 4.1) Poly (Th. 5.1) Pseudo-poly for 𝛼 = 3/4 (Th. 6.3)

1.1 Our contributions
In Section 2, we present the formal model and introduce our local

fairness concept of pairwise maximin fair share (PMMS), originally

introduced by Caragiannis et al. [15]. Intuitively, it requires that

each agent receives a fair share, determined by redistributing her

bundle and the bundle of her neighbor via the the cut-and-choose

algorithm. More precisely, the PMMS of agent 𝑖 with respect to

her neighbor 𝑗 is the maximum utility 𝑖 can achieve if she were

to partition the combined bundle of the pair into two and choose

the worst bundle. While PMMS implies (4/7)-MMS in the standard

setting of fair division [3], we show that there is no implication

relation between PMMS and MMS up to any multiplicative factor

in the graph-restricted setting. In the full paper, we further discuss

the relationship between PMMS and other solution concepts.
1

In Section 3, we establish the strong compatibility between the

local fairness notion of PMMS and the global criterion of Pareto-

optimality. We show that for 𝑛 agents with additive utilities and

general graphs, any MNW allocation that maximizes the Nash

welfare (i.e., the product of utilities) satisfies (1/2)-PMMS. This

stands in sharp contrast to an impossibility result regarding EF1

that 𝛼-EF1 with any 𝛼 > 0 does not exist even for two agents and a

star graph 𝐺 ; see Proposition 3.3.

In Section 4, we focus on the case of two agents with additive

utilities. The two-agent case serves as a foundational model of the

fair division problem and has wide-ranging practical applications,

including divorce settlements and inheritance division [11, 12, 23].

While computing a PMMS allocation is in general hard even for

two agents, we show that (3/4)-PMMS allocation can be computed

in polynomial time for any connected graph 𝐺 . Our proof crucially

rests on an important observation that for biconnected graphs, a

(3/4)-PMMS allocation can be computed efficiently by constructing

a bipolar number over the graph. By exploiting the acyclic structure

of the maximal biconnected subgraphs (called blocks) of 𝐺 , we

show that our problem can in principle be reduced to that for some

valuable block of 𝐺 .2

In Section 5, we consider the case of three agents with additive

utilities. For three agents with non-identical additive utilities on a

path, we show that a PMMS connected allocation exists and can be

computed in polynomial time. Note that in the standard setting of

fair division, the existence of PMMS allocations remains an open

question, particularly for three agents with additive utilities.

1
The full paper is available on arXiv: https://arxiv.org/abs/2401.14825.

2
A similar technique using blocks has been used to characterize a family of graphs for

which a connected allocation among two agents satisfying EF1 (and its relaxations) is

guaranteed to exist [5, 8].

In Section 6, we focus on the case of identical additive utilities.

We show that when agents have identical utility, there exists a

pseudo-polynomial time algorithm that computes a (3/4)-PMMS

allocation of any connected graph. Further, if we add the condition

that the underlying graph is a tree, we can compute an allocation

that simultaneously satisfies both PMMS and MMS in polynomial

time. In fact, our final allocation satisfies a stronger property of

MMS where the number of agents receiving their exact maximin

fair share is minimized. See Table 1 for an overview of our results.

Related work Our work aligns with the growing literature on fair

allocation of and over graphs.

Abebe et al. [1] and Bei et al. [6] initiated the study of fair al-

location of divisible resources with agents arranged on a social

network. They introduced the concepts of local envy-freeness and

local proportionality, which restrict comparisons to pairs of neigh-

boring agents. Bredereck et al. [13] investigated local fairness in the

context of indivisible resource allocation, providing computational

complexity results for local envy-freeness. Beynier et al. [7] and

Hosseini et al. [20] examined house allocation problems over social

networks where each agent can be allocated at most one item. How-

ever, these works assume that the social network is predetermined,

whereas in our work, the network structure is not predefined.

In parallel, several papers have studied fair allocation of re-

sources aligned on a graph [10, 19, 21, 22, 27, 33]. It has been shown

that for well-structured classes of graphs, a connected allocation

satisfying global fairness can always be achieved. For example,

Bouveret et al. [10] demonstrated that for trees, a connected alloca-

tion satisfying maximin fair share (MMS) always exists. Another

approximate fairness notion, envy-freeness up to one item (EF1),

can be attained under connectivity constraints of a path [8, 21].

However, the existence guarantee does not hold for general graphs:

an MMS connected allocation may not exist on cycles [10], and an

EF1 connected allocation is not guaranteed even for a star graph

with two agents having identical binary utilities [8].

Caragiannis et al. [15] introduced the concept of PMMS and

identified its connection with other solution concepts in the stan-

dard setting of fair division without connectivity constraints. They

showed that any PMMS allocation satisfies an approximate notion

of envy-freeness, called EFX. Furthermore, they proved that any

maximumNashwelfare (MNW) allocation always satisfies 𝛼-PMMS

where 𝛼 ≈ 0.618 is the golden ratio conjugate. Amanatidis et al. [4]

improved this factor to
2

3
and provided a polynomial-time algorithm

for computing such an allocation. The current best multiplicative

factor 𝛼 for which 𝛼-PMMS is known to exist in the standard set-

ting of fair division is 0.781 by Kurokawa [24]. Amanatidis et al. [3]
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discussed the relationship between approximate versions of PMMS

and several fairness concepts, such as EF1 and EFX. See also [2] for

a recent survey on fair division.

2 MODEL AND FAIRNESS CONCEPTS
We define a fair division problem of indivisible items where the

items are placed on a graph. For a natural number 𝑠 ∈ N, we write
[𝑠] = {1, 2, . . . , 𝑠}. Let 𝑁 = [𝑛] be a set of agents and 𝐺 = (𝑉 , 𝐸) an
item graph. Throughout this paper, we assume that 𝐺 is a simple

graph, i.e., 𝐺 does not contain loops or parallel edges. Each agent 𝑖

has a utility function 𝑢𝑖 : 2𝑉 → R+. For simplicity, the utility of a

single vertex 𝑣 ∈ 𝑉 , 𝑢𝑖 ({𝑣}), is also denoted by 𝑢𝑖 (𝑣). The elements

in 𝑉 are referred to as items (or vertices). Each subset 𝑋 ⊆ 𝑉 is

referred to as a bundle of items. A bundle 𝑋 ⊆ 𝑉 is connected if it is
a connected subgraph of 𝐺 . An allocation 𝐴 = (𝐴1, 𝐴2, . . . , 𝐴𝑛) is a
partition of the items into disjoint bundles of items, i.e.,

⋃
𝑖∈𝑁 𝐴𝑖 =

𝑉 and 𝐴𝑖 ∩ 𝐴 𝑗 = ∅ for every pair of distinct agents 𝑖, 𝑗 ∈ 𝑁 . We

say that an allocation 𝐴 is connected if for every 𝑖 ∈ 𝑁 , 𝐴𝑖 is

connected in 𝐺 . A utility function 𝑢𝑖 is monotone if 𝑢𝑖 (𝑋 ) ≤ 𝑢𝑖 (𝑌 )
for every 𝑋 ⊆ 𝑌 ⊆ 𝑉 . It is additive if 𝑢𝑖 (𝑋 ) = ∑

𝑣∈𝑋 𝑢𝑖 (𝑣) holds for
every 𝑋 ⊆ 𝑉 and 𝑖 ∈ 𝑁 . An additive utility 𝑢𝑖 is binary additive if
𝑢𝑖 (𝑣) ∈ {0, 1} for every 𝑣 ∈ 𝑉 and 𝑖 ∈ 𝑁 .

We introduce fairness notions including those based on local

comparison among neighbors and those based on global comparison

among agents. Given an allocation 𝐴, we say that 𝑖, 𝑗 ∈ 𝑁 are

adjacent under 𝐴 if there is an edge {𝑣1, 𝑣2} ∈ 𝐸 such that 𝑣1 ∈ 𝐴𝑖

and 𝑣2 ∈ 𝐴 𝑗 ; we call 𝑗 a neighbor of 𝑖 . For every connected bundle

𝑋 ⊆ 𝑉 and natural number 𝑘 , we denote by Π𝑘 (𝑋 ) the set of

partitions of 𝑋 into 𝑘 connected subgraphs of a graph𝐺 [𝑋 ], where
𝐺 [𝑋 ] is the subgraph of 𝐺 induced by 𝑋 . For agent 𝑖 , a connected

bundle 𝑋 , and natural number 𝑘 , we define the 𝑘-maximin share
of agent 𝑖 with respect to 𝑋 as 𝜇𝑘

𝑖
(𝑋 ) = max{min𝑗∈[𝑘 ] 𝑢𝑖 (𝐴 𝑗 ) |

𝐴 ∈ Π𝑘 (𝑋 ) }. For 𝑘 = 2 and 𝑘 = 𝑛, we write 𝜇2
𝑖
(𝑋 ) and 𝜇𝑛

𝑖
(𝑋 ) as

PMMS𝑖 (𝑋 ) andMMS𝑖 (𝑋 ), respectively. For agents with identical

utility function 𝑢, we simply write PMMS(𝑋 ) = PMMS𝑖 (𝑋 ) and
MMS(𝑋 ) = MMS𝑖 (𝑋 ) for each agent 𝑖 .

Definition 2.1 (Pairwise MMS). An allocation𝐴 is called 𝛼-PMMS

if for every pair of agents 𝑖, 𝑗 ∈ 𝑁 such that 𝐴𝑖 = ∅ or 𝑖 and 𝑗 are

adjacent under𝐴,𝑢𝑖 (𝐴𝑖 ) ≥ 𝛼 ·PMMS𝑖 (𝐴𝑖 ∪𝐴 𝑗 ). For 𝛼 = 1, we refer

to the corresponding allocations as PMMS allocations.

In order to avoid a trivial allocation (allocating all items to one

agent) from satisfying PMMS, we allow agents with an empty bun-

dle to compare their bundle with every other agent’s bundle under

the definition above. Note that under additive utilities we have

1

2
𝑢𝑖 (𝑋 ) ≥ PMMS𝑖 (𝑋 ), since in any partition of a set 𝑋 into two

sets, one bundle always has a utility of at most a half of the total

utility with respect 𝑢𝑖 . We say that a partition 𝐴 = (𝐴1, 𝐴2, . . . , 𝐴𝑛)
of 𝐺 is a PMMS partition of agent 𝑖 if 𝐴 𝑗 is connected for each

𝑗 ∈ [𝑛], and it is PMMS for agent 𝑖 no matter which bundle 𝑖 re-

ceives. An allocation 𝐴 is called 𝛼-MMS if for every agent 𝑖 ∈ 𝑁 ,

𝑢𝑖 (𝐴𝑖 ) ≥ 𝛼 · MMS𝑖 (𝑉 ). For 𝛼 = 1, we refer to the corresponding

allocations as MMS allocations.

Note that there is no implication relation between PMMS and

MMS even for a path and agents with identical additive utilities.

Proposition 2.2. Even for a path and three agents with additive
identical utilities, neither PMMS nor MMS implies the other up to any
multiplicative factor 𝛼 ∈ (0, 1].

Proof. Consider any 𝛼 ∈ (0, 1]. Choose 𝛽 such that 𝛼 > 1

𝛽
. Note

that 𝛽 > 1. To show that MMSmay not satisfy 𝛼-PMMS, consider an

instance of three agents with utility function 𝑢 and four vertices on

a path. Each agent has utility 1, 𝛽 , 𝛽 , and 1 for each of the vertices,

starting from the leftmost. Consider an allocation 𝐴 that allocates

the leftmost item to agent 1, the rightmost item to agent 2, and the

remaining items to agent 3. Here, the maximin fair share for each

agent is 1 and thus this allocation satisfies MMS. However, 𝐴 is not

𝛼-PMMS. Indeed, we have
1

𝛼 = 1

𝛼𝑢 (𝐴1) < PMMS(𝐴1 ∪𝐴2) = 𝛽 .

To show that PMMS may not satisfy 𝛼-MMS, consider an in-

stance of three agents with utility function 𝑢 and four vertices

on a path. Each agent has utility 1, 𝛽 , 𝛽 , and 𝛽 for each of the

vertices, starting from the leftmost. Consider an allocation 𝐴 that

allocates the leftmost item to agent 1, the second leftmost item

to agent 2, and the remaining items to agent 3. Here, the alloca-

tion satsfies PMMS. However, 𝐴 is not 𝛼-MMS. Indeed, we have

1

𝛼 = 1

𝛼𝑢 (𝐴1) < MMS(𝑉 ) = 𝛽 . □

An allocation 𝐴 is 𝛼-EF1 if for any pair of agents 𝑖, 𝑗 ∈ 𝑁 with

𝐴 𝑗 ≠ ∅, there exists an item 𝑣 ∈ 𝐴 𝑗 such that 𝑢𝑖 (𝐴𝑖 ) ≥ 𝛼 · 𝑢𝑖 (𝐴 𝑗 \
{𝑣}). For 𝛼 = 1, we refer to the corresponding allocations as EF1

allocations. Given an allocation𝐴, another allocation𝐴′
is a Pareto-

improvement of 𝐴 if 𝑢𝑖 (𝐴′
𝑖
) ≥ 𝑢𝑖 (𝐴𝑖 ) for every 𝑖 ∈ 𝑁 and 𝑢 𝑗 (𝐴′

𝑗
) >

𝑢 𝑗 (𝐴 𝑗 ) for some 𝑗 ∈ 𝑁 . We say that a connected allocation 𝐴 is

Pareto-optimal if there is no connected allocation that is a Pareto-

improvement of 𝐴.

We say that a connected allocation𝐴 is amaximum Nash welfare
(MNW) allocation if it maximizes the number of agents receiving

positive utility and, subject to that, maximizes the product of the

positive utilities, i.e.,

∏
𝑖∈𝑁 :𝑢𝑖 (𝐴𝑖 )>0 𝑢𝑖 (𝐴𝑖 ), over all connected allo-

cations. For an allocation𝐴, let u(𝐴) be the vector obtained from re-

arranging the elements of the vector (𝑢1 (𝐴1), 𝑢2 (𝐴2), . . . , 𝑢𝑛 (𝐴𝑛))
in increasing order. Given two allocations 𝐴 and 𝐴′

, an allocation

𝐴 is a leximin improvement of 𝐴′
if there exists 𝑘 ∈ [𝑛] such that

the first 𝑘 − 1 elements of u(𝐴) and u(𝐴′) are the same, but the

𝑘-th element of u(𝐴) is greater than that of u(𝐴′). A connected

allocation𝐴 is called leximin if there is no connected allocation that

is a leximin improvement of 𝐴.

3 THE CASE OF 𝑛 AGENTS
In this section, we consider the case of𝑛 agents.We start by showing

that any MNW connected allocation satisfies (1/2)-PMMS.

Theorem 3.1. For a connected graph𝐺 and 𝑛 agents with additive
utilities, any MNW connected allocation satisfies (1/2)-PMMS.

Proof. For a connected graph𝐺 , let𝐴∗
be any MNW connected

allocation. Then take any pair of agents 𝑖 and 𝑗 such that𝐴∗
𝑖
= ∅, or 𝑖

and 𝑗 are adjacent under𝐴∗
. Let𝑀𝑖 𝑗 = 𝐴∗

𝑖
∪𝐴∗

𝑗
. The allocation𝐴∗

𝑖 𝑗
=

(𝐴∗
𝑖
, 𝐴∗

𝑗
) is an MNW allocation of 𝐺 [𝑀𝑖 𝑗 ] to 𝑖 and 𝑗 . We wish to

show that 𝑢𝑖 (𝐴∗
𝑖
) ≥ PMMS𝑖 (𝑀𝑖 𝑗 )/2 and 𝑢 𝑗 (𝐴∗

𝑗
) ≥ PMMS𝑖 (𝑀𝑖 𝑗 )/2.

If 𝑢𝑖 (𝐴∗
𝑖
) = 0 or 𝑢 𝑗 (𝐴∗

𝑗
) = 0, then 𝑗 or 𝑖 must receive a bundle with

utility 𝑢 𝑗 (𝑀𝑖 𝑗 ) and 𝑢𝑖 (𝑀𝑖 𝑗 ), respectively. Thus, in either case, both

agents receive a bundle with utility at least their PMMS.
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Assume now that 𝑢𝑖 (𝐴∗
𝑖
) > 0 and 𝑢 𝑗 (𝐴∗

𝑗
) > 0. Let (𝐴1, 𝐴2)

be a PMMS partition of 𝑀𝑖 𝑗 for agent 𝑖 . Then at least one of the

bundles has utility at least 𝑢 𝑗 (𝑀𝑖 𝑗 )/2 according to 𝑢 𝑗 . Let 𝐴 =

(𝐴𝑖 , 𝐴 𝑗 ) be the allocation in which 𝑗 receives this bundle and 𝑖 the

other bundle. Then 𝑢𝑖 (𝐴𝑖 ) ≥ PMMS𝑖 (𝑀𝑖 𝑗 ). Moreover, it holds that

𝑢𝑖 (𝐴∗
𝑖
) ·𝑢 𝑗 (𝐴∗

𝑗
) ≥ 𝑢𝑖 (𝐴𝑖 ) ·𝑢 𝑗 (𝐴 𝑗 ). Substituting 𝑢 𝑗 (𝐴∗

𝑗
) by an upper

bound, and 𝑢𝑖 (𝐴𝑖 ) and 𝑢 𝑗 (𝐴 𝑗 ) by lower bounds, 𝑢𝑖 (𝐴∗
𝑖
) ·𝑢 𝑗 (𝑀𝑖 𝑗 ) ≥

PMMS𝑖 (𝑀𝑖 𝑗 ) · 𝑢 𝑗 (𝑀𝑖 𝑗 )/2, which implies 𝑢𝑖 (𝐴∗
𝑖
) ≥ PMMS𝑖 (𝑀𝑖 𝑗 )/2.

Thus, agent 𝑖 receives in 𝐴∗
a bundle with utility at least a half of

her PMMS. By exchanging 𝑖 and 𝑗 in the argument, 𝑗 must also

receives in 𝐴∗
a bundle with utility at least a half of her PMMS. □

Corollary 3.2. For a connected graph 𝐺 and 𝑛 agents with addi-
tive utilities, a Pareto-optimal and (1/2)-PMMS connected allocation
exists.

The one (1/2)-PMMS guarantee in Theorem 3.1 is unfortunately

the best that we can hope for using MNW allocations. Even if

instances are restricted to two agents on a path with binary additive

utilities, there exist instances with MNW allocations that provide

one of the agents with exactly half their PMMS. Further, a leximin

allocation does not satisfy any approximation of PMMS, even when

agents have binary additive utilities on paths. See Propositions 3.3

and 3.4 in the full paper.

Below, we show that unlike PMMS, we cannot guarantee an

𝛼-EF1 connected allocation, even among two agents for any 𝛼 > 0.

Proposition 3.3. For any 𝛼 ∈ (0, 1], there exists an instance of a
star and two agents with identical binary additive utilities such that
no 𝛼-EF1 connected allocation exists.

Note that Theorem 3.1 does not provide us an efficient algorithm

to compute a (1/2)-PMMS connected allocation. In fact, finding an

MNW allocation is NP-hard even when𝐺 is a tree and agents have

binary additive utilities [22]. In the next sections, we identify several

cases in which an approximate/exact PMMS connected allocation

can be efficiently computed.

4 THE CASE OF TWO AGENTS
For any connected graph 𝐺 and two agents with additive utilities,

a PMMS connected allocation can always be constructed by the

following cut-and-choose procedure: let one agent compute his or

her PMMS partition and another agent choose a preferred bundle,

leaving the remainder for the first agent.
3
However, computing such

a partition can easily be shown to be NP-hard by a simple reduction

from PARTITION. This leads us to the following question: can we

obtain good approximation guarantees with respect to PMMS in

polynomial time? We answer this question affirmatively for two

agents, by showing that a (3/4)-PMMS connected allocation among

two agents can always be computed in polynomial time for any

additive utility functions. Note that for two agents, PMMS andMMS

coincide with each other, and thus the (3/4)-PMMS guarantee is

equivalent to (3/4)-MMS.

Theorem 4.1. For a connected graph𝐺 and two agents with ad-
ditive utility functions, a (3/4)-PMMS (equivalently, (3/4)-MMS)
connected allocation can be found in polynomial time.
3
Note that this method does not work for non-additive utilities. Indeed, even for two

agents with submodular utilities on a cycle, there is an instance for which a PMMS

connected allocation does not exist. See Proposition A.1 in the full paper.

Algorithm 1 Algorithm for constructing a (3/4)-PMMS connected

allocation for two agents with identical additive utilities 𝑢 when

𝐺 = (𝑉 , 𝐸) is biconnected
1: Choose vertices 𝑣∗,𝑤∗

with highest, 𝑢 (𝑣∗), and second highest,
𝑢 (𝑤∗), utility in 𝐺 . Set 𝑌 = {𝑣∗} and 𝑋 = 𝑉 \ 𝑌 .

2: if 𝑢 (𝑌 ) < 3

8
𝑢 (𝑉 ) then

3: Compute a bipolar ordering (𝑣1, 𝑣2, . . . , 𝑣𝑘 ) over𝐺 with 𝑣1 =

𝑣∗ and 𝑣𝑘 = 𝑤∗
.

4: Find smallest 𝑗 with 𝑢 ({𝑣1, . . . , 𝑣 𝑗 }) ≥ 𝑢 ({𝑣 𝑗+1, . . . , 𝑣𝑘 }).
5: if 𝑢 ({𝑣1, . . . , 𝑣 𝑗−1}) ≥ 𝑢 ({𝑣 𝑗+1, . . . , 𝑣𝑘 }) then
6: Set 𝑌 = {𝑣1, . . . , 𝑣 𝑗−1} and 𝑋 = {𝑣 𝑗 , . . . , 𝑣𝑘 }.
7: else
8: Set 𝑌 = {𝑣1, . . . , 𝑣 𝑗 } and 𝑋 = {𝑣 𝑗+1, . . . , 𝑣𝑘 }.
9: end if
10: end if
11: return (𝑋,𝑌 )

To prove Theorem 4.1, it suffices to show that a (3/4)-PMMS

connected allocation among two agents with identical utility can

be computed in polynomial time.

Theorem 4.2. For a connected graph 𝐺 and two agents with iden-
tical additive utility function 𝑢, a (3/4)-PMMS (equivalently, (3/4)-
MMS) connected allocation can be found in polynomial time.

We first observe that whenever 𝐺 is biconnected, a (3/4)-PMMS

connected allocation can be computed in polynomial time. For-

mally, we say that a vertex 𝑣 is a cut vertex of a connected graph 𝐺

if removing 𝑣 makes 𝐺 disconnected. A graph 𝐺 is biconnected if

𝐺 does not have a cut vertex. A bipolar ordering of a graph 𝐺 is an

enumeration 𝑣1, 𝑣2, . . . , 𝑣𝑘 of 𝐺 ’s vertices such that the subgraph

induced by any initial or final segment of the enumeration is con-

nected in 𝐺 , i.e., both {𝑣1, . . . , 𝑣 𝑗 } and {𝑣 𝑗+1, . . . , 𝑣𝑘 } are connected
in𝐺 for every 𝑗 ∈ [𝑘]. It is known that𝐺 admits a bipolar ordering

between any pair of vertices if 𝐺 is biconnected.

Lemma 4.3 ([26]). For a biconnected graph 𝐺 and any pair 𝑣,𝑤 of
vertices in 𝐺 , a bipolar ordering over 𝐺 that starts with 𝑣 and ends
with𝑤 exists and can be computed in polynomial time.

Consider Algorithm 1. For a biconnected graph𝐺 , the algorithm

either chooses a valuable item and its complement to construct a

(3/4)-PMMS connected allocation, or computes a bipolar order-

ing over the graph and applies the discrete cut-and-choose algo-

rithm.
4
Note that Line 4 of the algorithm is well-defined since

𝑢 ({𝑣1, . . . , 𝑣𝑘 }) ≥ 𝑢 (∅).

Lemma 4.4. Let 𝐺 be a biconnected graph. Suppose that there are
two agents with identical additive utility function𝑢. Then, Algorithm 1
computes in polynomial time, a (3/4)-PMMS connected allocation
(𝑋,𝑌 ) where

(i) 𝑌 consists of a single vertex and 𝑢 (𝑌 ) ≥ 3

8
𝑢 (𝑉 ),

(ii) min{𝑢 (𝑋 ), 𝑢 (𝑌 )} ≥ 3

8
𝑢 (𝑉 ), or

(iii) min{𝑢 (𝑋 ), 𝑢 (𝑌 )} ≥ 1

2
𝑢 (𝑉 \{𝑧∗}), where 𝑧∗ ∈ argmax{𝑢 (𝑣) |

𝑣 ∈ 𝑉 \ {𝑣∗,𝑤∗} }.
4
This algorithm is used to construct an EF1 connected allocation of𝐺 possessing a

bipolar ordering; see Proposition 3.4 of [8].
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Proof. By Lemma 4.3, Algorithm 1 clearly runs in polynomial

time. To see that it returns a (3/4)-PMMS connected allocation, let

(𝑋,𝑌 ) be the resulting allocation of Algorithm 1.

Suppose that there is a vertex 𝑣 with 𝑢 ({𝑣}) ≥ 3

8
𝑢 (𝑉 ). Then,

by the choice of 𝑣∗ in Line 1, 𝑢 ({𝑣∗}) ≥ 3

8
𝑢 (𝑉 ) and the result-

ing allocation (𝑋,𝑌 ) satisfies (i). This also means that 𝑢 ({𝑣∗}) ≥
3

4
( 1
2
𝑢 (𝑉 )) ≥ 3

4
PMMS(𝑉 ). Further, in any PMMS partition (𝑋 ′, 𝑌 ′),

at least one part is contained in 𝑋 = 𝑉 \ {𝑣∗}, meaning that 𝑢 (𝑋 ) is
at least PMMS(𝑉 ). Thus, (𝑋,𝑌 ) is (3/4)-PMMS. Since 𝐺 is bicon-

nected, 𝑋 is connected in 𝐺 and (𝑋,𝑌 ) is a connected allocation.

Suppose that 𝑢 ({𝑣}) < 3

8
𝑢 (𝑉 ) for each vertex 𝑣 ∈ 𝑉 . In this case,

the algorithm computes a bipolar ordering in Line 3. By definition

of a bipolar ordering, (𝑋,𝑌 ) is a connected allocation. Observe

that there is at most one vertex 𝑧∗ ∈ 𝑉 \ {𝑣∗,𝑤∗} with utility

𝑢 (𝑧∗) > 1

4
𝑢 (𝑉 ) since 𝑢 (𝑉 \ {𝑣∗,𝑤∗}) < 1

2
𝑢 (𝑉 ).

If there is no such vertex, by the fact that min{𝑢 (𝑋 ), 𝑢 (𝑌 )} ≥
max{𝑢 (𝑋 ), 𝑢 (𝑌 )} − 𝑢 (𝑣 𝑗 ) and 𝑢 (𝑉 \ {𝑣 𝑗 }) ≥ 3

4
𝑢 (𝑉 ), we obtain

min{𝑢 (𝑋 ), 𝑢 (𝑌 )} ≥ 1

2
𝑢 (𝑉 \{𝑣 𝑗 }) ≥ 1

2
( 3
4
𝑢 (𝑉 )) and (ii) holds, which

means that min{𝑢 (𝑋 ), 𝑢 (𝑌 )} ≥ 3

4
( 1
2
𝑢 (𝑉 )) ≥ 3

4
PMMS(𝑉 ).

Now, consider the case when there is a vertex 𝑧∗ ∈ 𝑉 \ {𝑣∗,𝑤∗}
with utility 𝑢 (𝑧∗) > 1

4
𝑢 (𝑉 ). Then, the vertex 𝑣 𝑗 computed in Line 4

of the algorithm has utility at most 𝑢 (𝑧∗). Indeed, since 𝑢 (𝑣∗) <
3

8
𝑢 (𝑉 ) < 1

2
𝑢 (𝑉 ), we have 𝑢 (𝑣1) < 𝑢 (𝑉 \ {𝑣1}) and thus 𝑗 > 1. Also,

since 𝑢 (𝑤∗) < 1

2
𝑢 (𝑉 ), we have 𝑢 ({𝑣1, . . . , 𝑣𝑘−1}) > 𝑢 ({𝑣𝑘 }) and

thus 𝑗 < 𝑘 . Thus, we obtain min{𝑢 (𝑋 ), 𝑢 (𝑌 )} ≥ 1

2
𝑢 (𝑉 \ {𝑣 𝑗 }) ≥

1

2
𝑢 (𝑉 \ {𝑧∗}) and (iii) holds. We claim that PMMS(𝑉 ) ≤ 𝑢 (𝑉 ) −

2𝑢 (𝑧∗). Indeed, in any PMMS partition, one bundle contains at least

two vertices of {𝑣∗,𝑤∗, 𝑧∗}, each of which has utility at least 𝑢 (𝑧∗).
Therefore, the other bundle has utility at most 𝑢 (𝑉 ) − 2𝑢 (𝑧∗). Thus,

min{𝑢 (𝑋 ), 𝑢 (𝑌 )} ≥ 1

2

𝑢 (𝑉 \ {𝑧∗})

≥ 1

2

(𝑢 (𝑉 ) − 2𝑢 (𝑧∗)) + 1

2

𝑢 (𝑧∗)

≥ 1

2

PMMS(𝑉 ) + 1

8

𝑢 (𝑉 )

≥ 1

2

PMMS(𝑉 ) + 1

4

PMMS(𝑉 )

≥ 3

4

PMMS(𝑉 ) .

We conclude that (𝑋,𝑌 ) is a (3/4)-PMMS connected allocation. □

For the case when 𝐺 is not necessarily biconnected, we cannot

use the technique described in the proof of Lemma 4.4, since remov-

ing a single vertex of 𝐺 may disconnect the graph or 𝐺 may not

admit a bipolar ordering (e.g., 𝐺 may be a star). Nevertheless, we

can exploit the acyclic structure of the so-called block decomposition
and obtain sufficient conditions under which a PMMS connected

allocation exists. Formally, a decomposition of a graph𝐺 = (𝑉 , 𝐸) is
a family {𝐹1, 𝐹2, . . . , 𝐹𝑡 } of edge-disjoint subgraphs of 𝐺 such that⋃𝑡

𝑖=1 𝐸 (𝐹𝑖 ) = 𝐸 where 𝐸 (𝐹𝑖 ) is the set of edges of 𝐹𝑖 . A block of 𝐺

is a maximal biconnected subgraph of 𝐺 .

For a connected graph 𝐺 , consider a bipartite graph 𝐵(𝐺) with
bipartition (B, 𝑆), where B is the set of blocks of 𝐺 and 𝑆 the set

of cut vertices of 𝐺 ; a block 𝐵 and a cut vertex 𝑣 are adjacent in

𝐵(𝐺) if and only if 𝑣 belongs to 𝐵. Since every cycle of a graph is

included in some block, the graph 𝐵(𝐺) is a tree:

𝐵∗

𝑌 (𝐵∗, 𝑐)

𝑌 (𝐵∗, 𝑎)

𝑌 (𝐵∗, 𝑏)

𝑎 𝑐

𝑏

⇒ 𝑎 𝑐

𝑏

𝐺 ′

Figure 1: Merge operation applied to a block 𝐵∗.

Lemma 4.5 (Prop. 5.3 in [9]). The set of blocks forms a decompo-
sition of a connected graph 𝐺 and the graph 𝐵(𝐺) is a tree.

Now, observe that since𝐵(𝐺) is a tree, removing an edge between

an arbitrary cut vertex 𝑐 and its adjacent block 𝐵 in 𝐵(𝐺) results in
two connected components 𝑋 ′

and 𝑌 ′
, where one part 𝑋 ′

contains

𝐵 and another part 𝑌 ′
contains 𝑐 . This partition of the block graph

induces a partition (𝑋 (𝐵, 𝑐), 𝑌 (𝐵, 𝑐)) of the original vertices in 𝐺 ,

where 𝑋 (𝐵, 𝑐) is the set of vertices in 𝐺 that belong to 𝑋 ′
except

for 𝑐 and 𝑌 (𝐵, 𝑐) is the set of vertices in 𝐺 that belong to 𝑌 ′
. See

Figure 1 in the full paper for an illustration.

It turns out that if no “local" improvement is possible, an al-

location of form (𝑋 (𝐵, 𝑐), 𝑌 (𝐵, 𝑐)) is in fact a PMMS connected

allocation with respect to identical utility function 𝑢. We defer the

proof to the full paper.

Lemma 4.6. Let𝐺 be a connected graph. Suppose that there are two
agents with identical additive utility function 𝑢. Let (𝐵, 𝑐) be a pair
of a block 𝐵 and a cut vertex 𝑐 included in 𝐵 such that 𝑢 (𝑋 (𝐵, 𝑐)) ≤
𝑢 (𝑌 (𝐵, 𝑐)) and 𝑢 (𝑋 (𝐵, 𝑐)) ≥ min{𝑢 (𝑋 (𝐵′, 𝑐)), 𝑢 (𝑌 (𝐵′, 𝑐))} for ev-
ery block 𝐵′ containing 𝑐 . Then, the partition (𝑋 (𝐵, 𝑐)), 𝑌 (𝐵, 𝑐)) is a
PMMS connected allocation.

Now, we are ready to prove Theorem 4.2.

Proof sketch of Theorem 4.2. Let𝐺 be a connected graph and

𝑢 be an identical additive utility function. If 𝐺 is biconnected, by

Lemma 4.4, a (3/4)-PMMS connected allocation can be found in

polynomial time. Suppose that𝐺 is not biconnected. Let (𝐵∗, 𝑐∗) be a
pair of block and cut vertex where (𝑋 (𝐵∗, 𝑐∗), 𝑌 (𝐵∗, 𝑐∗)) maximizes

min{𝑢 (𝑋 (𝐵, 𝑐)), 𝑢 (𝑌 (𝐵, 𝑐))} over all pairs of cut vertices 𝑐 and its

adjacent block 𝐵. If we have 𝑢 (𝑋 (𝐵∗, 𝑐∗)) ≤ 𝑢 (𝑌 (𝐵∗, 𝑐∗)), then
(𝑋 (𝐵∗, 𝑐∗), 𝑌 (𝐵∗, 𝑐∗)) is a PMMS partition by Lemma 4.6 and by the

choice of (𝐵∗, 𝑐∗).
Thus, assume that 𝑢 (𝑋 (𝐵∗, 𝑐∗)) ≥ 𝑢 (𝑌 (𝐵∗, 𝑐∗)). For each cut

vertex 𝑐 adjacent to 𝐵∗, merge 𝑌 (𝐵∗, 𝑐) into 𝑐 , namely, we replace

the vertices in 𝑌 (𝐵∗, 𝑐) with a single vertex 𝑐 and there is an edge

between 𝑐 and another vertex 𝑤 in the new graph whenever 𝑤

is adjacent to 𝑐 in the original graph. Let 𝐺 ′
denote the resulting

graph. See Figure 1 for an illustration. It is easy to see that 𝐺 ′
is

biconnected. Moreover, we define a new additive utility function 𝑢′

on 𝐺 ′
where the utility of an agent for each vertex 𝑣 of 𝐺 ′

is equal

to her utility for all the vertices of 𝐺 that are merged into 𝑣 . Note

that for any connected allocation (𝑋,𝑌 ) of 𝐺 ′
, it is not difficult

to see that the corresponding allocation (𝑋 ∗, 𝑌 ∗) of the original
vertices in 𝐺 is connected.

Apply Algorithm 1 for 𝐺 ′
and 𝑢′. Let (𝑋,𝑌 ) denote the output

of Algorithm 1 for 𝐺 ′
and 𝑢′. Let us denote by 𝑋 ∗

(resp. 𝑌 ∗
) the
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set of vertices of 𝐺 merged into some vertex in 𝑋 (resp. 𝑌 ). As

discussed before, (𝑋 ∗, 𝑌 ∗) is a connected allocation in 𝐺 . Similar

to the proof of Lemma 4.4, we can show that (𝑋 ∗, 𝑌 ∗) is a (3/4)-
PMMS connected allocation of the original vertices. Importantly, the

assumption that 𝑢 (𝑋 (𝐵∗, 𝑐∗)) ≥ 𝑢 (𝑌 (𝐵∗, 𝑐∗)) guarantees that even
if there is a single merged vertex with high utility, its complement

of the merged graph has utility at least PMMS(𝑉 ). We defer the

missing details to the full paper. □

Proof of Theorem 4.1. Suppose that there are two agents with

utility functions 𝑢1, 𝑢2. By Theorem 4.2, we can compute a (3/4)-
PMMS connected allocation (𝑋,𝑌 ) with respect to𝑢1 in polynomial

time. Then, the allocation that assigns to agent 2 a preferred bundle

among 𝑋 and 𝑌 and the rest to agent 1 is (3/4)-PMMS. □

5 THE CASE OF THREE AGENTS
In this section, we prove that a PMMS allocation always exists

and can be found in polynomial time for three agents with additive

utilities on a path. While limited, this case is interesting as existence

of PMMS remains open for three agents with additive utilities in the

standard setting. As the proof relies on case analysis, it is deferred

to the full paper. This section presents the method used in the proof.

Theorem 5.1. For a path and three agents with additive utilities,
a PMMS connected allocation always exists and can be found in
polynomial time.

To find a PMMS connected allocation, we first find a PMMS par-

tition for each of the three agents. This can be done in polynomial

time by Theorem 6.5. Each of the three PMMS partitions can be

represented by a pair of edges, namely the edge separating the left

and middle bundle and the edge separating the middle and right

bundle. Depending on the order in which these six edges (two for

each agent) appear on the path, we can proceed in one of two ways.

In most cases, such as in Fig. 2a, a PMMS allocation can be found

by simply allocating the bundles in one of the PMMS partitions

to the agents in a certain way. For example, in Fig. 2a a PMMS

allocation can be obtained by giving the left and right bundles in

the topmost PMMS partition (yellow) to the two bottom agents (blue

and red) in any way and the middle bundle to the top agent (yellow).

This is guaranteed to be a PMMS allocation by the following lemma.

Lemma 5.2. For a path and an additive utility function 𝑢, let
(𝐵1, 𝐵2) be a PMMS partition for𝑢 of the subpath given by 𝐵1∪𝐵2. Let
𝐵′
1
and 𝐵′

2
be two neighbouring bundles in some partition of the path,

such that 𝐵′
1
⊆ 𝐵1 and 𝐵2 ⊆ 𝐵′

2
. Then, 𝑢 (𝐵′

2
) ≥ PMMS(𝐵′

1
∪ 𝐵′

2
).

Proof. Assume that 𝑢 (𝐵′
2
) < PMMS(𝐵′

1
∪ 𝐵′

2
). Since the graph

is a path, there must then by the definition of PMMS exist 𝐵′ ⊆ 𝐵′
1

such that 𝐵′∪𝐵′
2
and 𝐵′

1
\𝐵′ are connected and𝑢 (𝐵′

2
) < min{𝑢 (𝐵′∪

𝐵′
2
), 𝑢 (𝐵′

1
\ 𝐵′)}. In other words, the items in 𝐵′ can be transferred

from 𝐵′
1
to 𝐵′

2
to improve the utility of the worst bundle.

Let 𝐵 = 𝐵′ ∪ (𝐵′
2
∩𝐵1). Since 𝐵′

1
⊆ 𝐵1 it holds that 𝐵 ⊆ 𝐵1. More-

over, it must hold that 𝐵2∪𝐵 is connected as otherwise 𝐵′
2
∪𝐵′ is not

connected. Since𝑢 (𝐵′∪𝐵′
2
) > 𝑢 (𝐵′

2
) it holds that𝑢 (𝐵) ≥ 𝑢 (𝐵′) > 0

and 𝑢 (𝐵 ∪ 𝐵2) > 𝑢 (𝐵2). Moreover, 𝑢 (𝐵2) ≤ 𝑢 (𝐵′
2
) < 𝑢 (𝐵′

1
\ 𝐵′) ≤

𝑢 (𝐵1 \ 𝐵). Thus, min{𝑢 (𝐵1), 𝑢 (𝐵2)} < min{𝑢 (𝐵1 \ 𝐵), 𝑢 (𝐵2 ∪ 𝐵)}
and (𝐵1, 𝐵2) is not a PMMS partition of the subpath for 𝑢, a contra-

diction. Consequently, it holds that 𝑢 (𝐵′
2
) ≥ PMMS(𝐵′

1
∪ 𝐵′

2
). □

0 𝑚

(a) Simple case

0 𝑚

(b) Difficult case

0 𝑚

(c) Modified difficult case

Figure 2: Three possible layouts of PMMS partitions for 3
agents on a path.

In some cases, such as in Fig. 2b, it may be that in every one

of the three PMMS partitions, there is only a single bundle that

satisfies PMMS for each of the two other agents. If this is the same

bundle for both agents, another method must be used to construct

a PMMS allocation. In these few cases, it can be shown that one of

the PMMS partitions is such that the middle bundle has the highest

utility for both of the other agents. For example, in the case in

Fig. 2b, this would be the case for the middle bundle of the middle

agent. If this was not the case for the bottom (top) agent, then

since the left (right) bundle covers more than an entire bundle in

the agent’s own PMMS partition, we can show that the left (right)

bundle in the middle PMMS partition satisfies PMMS for the agent.

If both other agents think the middle bundle has the most utility,

we can show that we can select one of the two and let her move

the border between two of the bundles in the partition in a way

that shrinks the middle bundle. Since the middle bundle had most

utility, we can guarantee that the new partition will satisfy PMMS

for the agent if she receives either of the modified bundles.

Lemma 5.3. For a path and an additive utility function 𝑢, let
(𝐵1, 𝐵2, 𝐵3) be a partition of the path into connected bundles where 𝐵2
neighbours both 𝐵1 and 𝐵3, and 𝑢 (𝐵2) > 𝑢 (𝐵1) ≥ 𝑢 (𝐵3). Then, there
exists a PMMS partition (𝐵′

1
, 𝐵′

2
) of 𝐵1 ∪ 𝐵2 with 𝐵1 ⊆ 𝐵′

1
, 𝐵′

2
⊆ 𝐵2

and 𝑢 (𝐵′
2
) > 𝑢 (𝐵3).

Proof. If (𝐵1, 𝐵2) is already a PMMS partition of 𝐵1∪𝐵2, then all
the properties are satisfied. Otherwise, we must have that 𝑢 (𝐵1) =
min{𝑢 (𝐵1), 𝑢 (𝐵2)} < PMMS(𝐵1 ∪ 𝐵2). Since the graph is a path,

the only way of increasing the utility of the bundle 𝐵1 is by moving

items from 𝐵2 to 𝐵1. Therefore, any PMMS partition (𝐵′
1
, 𝐵′

2
) of 𝐵1∪

𝐵2 must, up to naming, be such that𝐵1 ⊂ 𝐵′
1
and𝐵′

2
⊂ 𝐵2. Moreover,

it follows that 𝑢 (𝐵′
2
) ≥ PMMS(𝐵1 ∪ 𝐵2) > 𝑢 (𝐵1) ≥ 𝑢 (𝐵3). Thus,

any PMMS partition of 𝐵1 ∪ 𝐵2 satisfies the properties. □

Notice that 𝑢 (𝐵′
2
) > 𝑢 (𝐵3). Thus, it must hold that 𝑢 (𝐵′

2
) ≥

𝑢 (𝐵′
2
∪𝐵3)/2 ≥ PMMS(𝐵′

2
∪𝐵3). Since (𝐵′

1
, 𝐵′

2
) is a PMMS partition

of 𝐵′
1
∪ 𝐵′

2
, both 𝐵′

1
and 𝐵′

2
must satisfy PMMS for 𝑢 in the parti-

tion (𝐵′
1
, 𝐵′

2
, 𝐵3). Further notice that 𝐵1 ⊆ 𝐵′

1
, and 𝐵′

2
⊆ 𝐵2. Since

(𝐵1, 𝐵2, 𝐵3) was a PMMS partition for one of the agents, Lemma 5.2
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can be used to show that 𝐵′
1
and 𝐵3 must satisfy PMMS for this

agent in the new partition (𝐵′
1
, 𝐵′

2
, 𝐵3). Using a similar observation

to that of Feige et al. [16], this guarantees that the bundles in this

new partition can be given to the three agents in such a way that

the resulting allocation is PMMS. Figure 2c shows an example of

one such possible modification to the PMMS partition in Fig. 2b.

6 IDENTICAL UTILITIES
When agents have identical utilities, a PMMS and MMS connected

allocation is guaranteed to exist for any graph. The proof is similar

to that of Theorem 4.2 in Plaut and Roughgarden [30].

Theorem 6.1. For a connected graph𝐺 and 𝑛 agents with identical
utilities, a PMMS and MMS connected allocation exists.

Proof. Let 𝐴 be a connected leximin allocation. Assume that

𝐴 is not PMMS. Let 𝑖 and 𝑗 be a pair of agents for which PMMS

is not satisfied and (𝐴′
𝑖
, 𝐴′

𝑗
) a PMMS partition of 𝐴𝑖 ∪ 𝐴 𝑗 . Let 𝐴

′

be the allocation obtained by exchanging 𝐴𝑖 and 𝐴 𝑗 for 𝐴
′
𝑖
and

𝐴′
𝑗
in 𝐴. Then 𝑢 (𝐴′

𝑘
) = 𝑢 (𝐴𝑘 ) for every agent 𝑘 ∈ 𝑁 \ {𝑖, 𝑗}, and

min{𝑢 (𝐴′
𝑖
), 𝑢 (𝐴′

𝑗
)} > min{𝑢 (𝐴𝑖 ), 𝑢 (𝐴 𝑗 )}. Thus, 𝐴 is not leximin, a

contradiction, and it follows that 𝐴 must be PMMS. Moreover, 𝐴 is

MMS, as otherwise any MMS allocation, of which at least one exists

for identical utilities, would be a leximin improvement of 𝐴. □

Theorem 6.1 shows that a leximin allocation is both MMS and

PMMS for identical utilities, no matter the utility function and

graph. For many combinations of graph classes and utility func-

tions, finding a leximin allocation is hard. However, with monotone

utilities on a path, a leximin allocation can be found in polynomial

time [8]. This yields the following corollary.

Corollary 6.2. For a path and 𝑛 agents with identical monotone
utilities, a PMMS and MMS connected allocation can be found in
polynomial time.

6.1 3/4-PMMS on General Graphs
Finding a leximin allocation is strongly NP-hard for identical util-

ities [18]. Unless P=NP, this excludes the existence of a pseudo-

polynomial time algorithm for finding a PMMS connected allocation

via a leximin allocation even when agents have identical utilities.

We show on the other hand that there exists a pseudo-polynomial

time algorithm for a (3/4)-PMMS connected allocation based on a

sequence of local improvements between neighboring agents.

Theorem 6.3. For a connected graph 𝐺 and 𝑛 agents with iden-
tical additive utility function 𝑢 : 𝑉 → Z+, a (3/4)-PMMS connected
allocation can be found in pseudo-polynomial time.

Proof sketch. Consider an algorithm that repeatedly finds a

pair of agents whose bundles violate the PMMS condition and

reallocating their bundles using Theorem 4.2 (formalized as Algo-

rithm 2 in the full paper). One can show that over the course of the

algorithm, the sum of squares

∑
𝑖∈𝑁 (𝑢𝑖 (𝐴𝑖 ))2 decreases by at least

1 after a polynomial number of steps. Thus, the number of itera-

tions is at most 𝑛𝑢𝑖 (𝑉 )2 ≤ 𝑛(𝑛𝑢𝑚𝑎𝑥 )2 where 𝑢𝑚𝑎𝑥 = max𝑣∈𝑉 𝑢 (𝑣).
Further, by Theorem 4.2, each step of the while-loop can be imple-

mented in polynomial time. This establishes the claim. □

Algorithm 2 Algorithm for constructing a PMMS and SMMS con-

nected allocation for a connected graph 𝐺 = (𝑉 , 𝐸) and 𝑛 agents

with identical utilities 𝑢

1: Find a SMMS connected allocation 𝐴 and create graph𝐺 ′
from

𝐺 by removing the items allocated to losers in 𝐴.

2: for each connected component 𝐶 = (𝑉𝐶 , 𝐸𝐶 ) in 𝐺 ′ do
3: Run Algorithm 2 for 𝐶 and agents 𝑁𝐶 = { 𝑖 | 𝐴𝑖 ⊆ 𝐶, 𝑖 ∈

[𝑛] }, and let 𝐴𝐶 be the resulting allocation.

4: For each 𝑖 ∈ 𝑁𝐶 , swap 𝑖’s bundle in 𝐴 for 𝑖’s bundle in 𝐴𝐶 .

5: end for
6: return A

6.2 PMMS on Trees
Forgoing leximin, we can construct an algorithm that guarantees

both PMMS and MMS for identical utilities. For this purpose, we

make use of the following strengthening of MMS introduced by Bilò

et al. [8]. If agents have identical utilities, an allocation𝐴 is strongly
maximin share (SMMS) if it is MMS and minimizes the number

of agents 𝑖 with 𝑢 (𝐴𝑖 ) = MMS(𝑉 ) among all MMS allocations.

An agent 𝑖 with 𝑢 (𝐴𝑖 ) = MMS(𝑉 ) is called a loser. Algorithm 2

finds a PMMS and MMS connected allocation by finding an SMMS

allocation, fixing the bundles of the losers and repeating the process

for the remaining agents. Since SMMS is a stronger requirement

thanMMS, Algorithm 2 is not polynomial in the general case, unless

P=NP. However, for trees and additive utilities, we can show that

the algorithm is polynomial. Note that the output of the algorithm

may not be leximin since PMMS and SMMS may not imply leximin;

See Lemma 6.6 in the full paper.

Lemma 6.4. For a connected graph 𝐺 and 𝑛 with identical utility
function𝑢, Algorithm 2 finds a PMMS and SMMS connected allocation.
It runs in polynomial time if connected SMMS allocations can be
found in polynomial time and the utility 𝑢 (𝑋 ) can be computed in
polynomial time for each 𝑋 ⊆ 𝑉 .

Proof. We prove PMMS and SMMS by induction on recursive

calls to Algorithm 2.When every agent is a loser in𝐴—our inductive

base case—𝐴 must be both SMMS and leximin, as any improvement

would result in fewer losers. By Theorem 6.1, 𝐴 is thus PMMS.

For our inductive step, we claim that if each𝐴𝐶 found is a PMMS

and SMMS connected allocation, then 𝐴 is a PMMS and SMMS

connected allocation when returned on Line 6. Since an SMMS

connected allocation is found on Line 1, every non-loser agent

belongs to exactly one set 𝑁𝐶 and𝐴 remains a connected allocation.

Also, 𝜇 |𝑁𝐶 | (𝑉𝐶 ) > 𝜇𝑛 (𝑉 ) must hold, as 𝑢 (𝐴𝑖 ) > 𝜇𝑛 (𝑉 ) = MMS(𝑉 )
for every 𝑖 ∈ 𝑁𝐶 . Thus, every agent 𝑖 that was not a loser on Line 1

receives a bundle with 𝑢 (𝐴𝑖 ) > MMS(𝑉 ) and 𝐴 remains SMMS.

Since 𝐴𝐶 is PMMS, the only way PMMS can not hold in 𝐴 is

between a loser 𝑖 and an agent 𝑗 ∈ 𝑁𝐶 for some connected compo-

nent 𝐶 . Assume this is the case when 𝐴 is returned and let (𝐵𝑖 , 𝐵 𝑗 )
be a PMMS partition of 𝐴𝑖 ∪ 𝐴 𝑗 . Replacing 𝐴𝑖 and 𝐴 𝑗 by 𝐵𝑖 and

𝐵 𝑗 would reduce the number of losers in 𝐴 or increase the utility

of the worst off agent, as min{𝑢 (𝐴𝑖 ), 𝑢 (𝐴 𝑗 )} < min{𝑢 (𝐵𝑖 ), 𝑢 (𝐵 𝑗 )}.
This is a contradiction, as then 𝐴 is not SMMS. Hence, 𝐴 is PMMS.

Since any SMMS allocation has at least one loser and every non-

loser belongs to exactly one set 𝑁𝐶 , Algorithm 2 is ran at most

𝑛 times. Under the stated assumptions, we can easily verify that
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every operation in the algorithm can be performed in polynomial

time. Thus, the algorithm must run in polynomial time. □

We now show that an SMMS connected allocation can be found

for identical additive utilities on trees in polynomial time.

Theorem 6.5. For a tree 𝐺 and 𝑛 agents with identical additive
utilities, a SMMS connected allocation can be found in polynomial
time.

Finding an SMMS allocation is trivial if MMS(𝑉 ) = 0; Simply

give as many agents as possible items with non-zero utility. When

MMS(𝑉 ) > 0, we solve a related problem: First, root the tree in

some arbitrary vertex 𝑟 . For any vertex 𝑣𝑖 and pair of integers

0 ≤ 𝑗, ℓ ≤ 𝑛, we are interested in finding, if it exists, a partition

𝑃𝑖, 𝑗,ℓ = (𝐵1, . . . , 𝐵 𝑗+1) of the subtree rooted in 𝑣𝑖 into connected

bundles that subject to the following conditions maximizes𝑢 (𝐵 𝑗+1):
(i) 𝐵 𝑗+1 = ∅ or 𝑣𝑖 ∈ 𝐵 𝑗+1
(ii) 𝑢 (𝐵𝑡 ) ≥ MMS(𝑉 ) for 1 ≤ 𝑡 ≤ 𝑗

(iii) |{ 𝐵𝑡 | 𝑢 (𝐵𝑡 ) = MMS(𝑉 ), 1 ≤ 𝑡 ≤ 𝑗 }| ≤ ℓ

In other words, 𝑃𝑖, 𝑗,ℓ partitions the subtree into 𝑗 bundles with

utility at least MMS(𝑉 ) of which at most ℓ have a utility of exactly

MMS(𝑉 ). Finally, the remaining bundle, 𝐵 𝑗+1, is either empty or

contains 𝑣𝑖 . This property is important, as 𝐵 𝑗+1, the only bundle

not guaranteed to have a utility of at least MMS(𝑉 ), can always be

combined with a bundle containing 𝑣𝑖 ’s parent. Together with max-

imizing 𝑢 (𝐵 𝑗+1), this allows for solutions to be found by dynamic

programming. Note that since𝐺 is a tree,MMS(𝑉 ) can be found in

polynomial time using an algorithm of Perl and Schach [29]. We

now show that solving the problem for 𝑖 = 𝑟 , 𝑗 = 𝑛 and 0 ≤ ℓ ≤ 𝑛

yields an SMMS connected allocation.

Lemma 6.6. For a tree 𝐺 = (𝑉 , 𝐸) rooted in some vertex 𝑟 ∈ 𝑉

and 𝑛 agents with identical utilties, 𝑃𝑟,𝑛,ℓ exists for some 0 ≤ ℓ ≤ 𝑛

and a SMMS connected allocation of𝐺 can be obtained from 𝑃𝑟,𝑛,ℓ∗ =

(𝐵1, . . . , 𝐵𝑛, 𝐵𝑛+1) by removing 𝐵𝑛+1 and redistributing the items in
𝐵𝑛+1 to the other bundles in any valid way, where ℓ∗ is the smallest
0 ≤ ℓ ≤ 𝑛 for which 𝑃𝑟,𝑛,ℓ exists.

Proof. Let 𝐴 = (𝐴1, . . . , 𝐴𝑛) be an SMMS connected allocation

for 𝐺 and ℓ𝐴 = |{𝐴𝑖 | 𝑢 (𝐴𝑖 ) = MMS(𝑉 ), 𝑖 ∈ [𝑛] }|. We claim that

𝐴′ = (𝐴1, . . . , 𝐴𝑛, ∅) satisfies (i)–(iii) for the triple 𝑟, 𝑛, ℓ𝐴 . Indeed
𝐵 𝑗+1 = ∅ and (i) holds. Since𝐴 is SMMS, (ii) holds. By the definition

of ℓ𝐴 , (iii) also holds. Thus, 𝑃𝑟,𝑛,ℓ exists for at least one ℓ .

Let 𝐵 = (𝐵′
1
, . . . , 𝐵′𝑛) be the allocation obtained from 𝑃𝑟,𝑛,ℓ∗ by

removing 𝐵𝑛+1 and redistributing the items. By (ii), every bundle

𝐵′
𝑖
∈ 𝐵 has 𝑢 (𝐵′

𝑖
) ≥ MMS(𝑉 ). Since ℓ∗ is minimized, it holds that

ℓ∗ ≤ ℓ𝐴 and by (iii) the number of bundles with utility exactly

MMS(𝑉 ) is no greater in 𝐵 than in 𝐴. In fact, it must hold that

ℓ∗ = ℓ𝐴 as otherwise 𝐴 is not SMMS. Thus, 𝐵 must be SMMS. □

To solve the problem for the selected root 𝑟 , 𝑗 = 𝑛 and 0 ≤ ℓ ≤ 𝑛,

we will rely on dynamic programming to combine solutions for the

children of 𝑟 .

Lemma 6.7. For a vertex 𝑣𝑖 , 𝑃𝑖, 𝑗,ℓ can be computed in polynomial
time for any 0 ≤ 𝑗, ℓ ≤ 𝑛 if 𝑃ℎ,𝑗ℎ,ℓℎ is known for every child vertex
𝑣ℎ of 𝑣𝑖 and pair 0 ≤ 𝑗ℎ, ℓℎ ≤ 𝑛.

Proof sketch of Lemma 6.7. If 𝑣𝑖 is a leaf, then the subtree con-

sists of a single vertex and there are two possible partitions that

can satisfy (ii): ({𝑣𝑖 }) and ({𝑣𝑖 }, ∅). For any pair 𝑗 and ℓ , (i)–(iii)

can be checked for these two partitions in polynomial time.

We now consider internal vertices of the tree. Assume that some

solution exists for 𝑃ℎ,𝑗ℎ,ℓℎ , and fix this solution. Then, for every child

𝑣ℎ of 𝑣𝑖 there is some number 𝑠ℎ of bundles in which items from the

subtree rooted in 𝑣ℎ appear. Since at most one of these bundles, the

one containing 𝑣ℎ can contain other items from the graph, it can

be shown that these bundles in 𝑃𝑖, 𝑗,ℓ can be replaced by a solution

for 𝑃ℎ,(𝑠ℎ−1),ℓℎ where ℓℎ is the number of these bundles in 𝑃𝑖, 𝑗,ℓ
that have utility exactlyMMS(𝑉 ). Consequently, if a solution exists,
there is some solution that consists of solutions to the problem for

each of the child vertices.

To construct a solution or determine that a solution does not

exist, one can try every combination of solutions for the children.

Either no combination gives a solution or the one that maximizes

the utility of 𝐵 𝑗+1 can be selected. Directly testing all combinations

can require exponential time if 𝑣𝑖 has a large number of children.

However, as utilities are additive and a maximum is to be found, a

solution can be found iteratively by first combining solutions for

two children and selecting ones that provide amaximal contribution

in utility to 𝐵 𝑗+1. Then, the process can be repeated, combining the

partial solutions with solutions for the next child until there is no

child of 𝑣𝑖 that has not been considered. □

Proof of Theorem 6.5. By Lemma 6.7 we can compute 𝑃𝑖, 𝑗,ℓ in

polynomial time for any vertex 𝑣𝑖 and pair 𝑗, ℓ if we have solved the

problem for every child of 𝑣𝑖 . Thus, 𝑃𝑖, 𝑗,ℓ can be computed through a

post-order traversal of the tree. Since there is a polynomial number,

|𝑉 | (𝑛+1)2, of solutions to compute, we can determine all in polyno-

mial time. Given 𝑃𝑟,𝑛,ℓ for 0 ≤ ℓ ≤ 𝑛, an SMMS connected allocation

can be constructed in polynomial time using Lemma 6.6. □

Corollary 6.8. For a tree 𝐺 and 𝑛 agents with identical additive
utilities, a PMMS and SMMS connected allocation can be found in
polynomial time.

With an approach similar to that of Truszczynski and Lonc [33]

for MMS in unicyclic graphs—graphs that contain at most a single

cycle—Theorem 6.5 and Corollary 6.8 can be extended to unicyclic

graphs (see the full paper). Unfortunately, it is unlikely that poly-

nomial time algorithms for SMMS can be found in most cases with

more complex graph classes or utility functions.
5

7 CONCLUSION
We introduced a novel local adaptation of PMMS into graph fair

division. Our work made a major first step in addressing critical

questions related to the existence and algorithmic aspects of PMMS

within this context. We leave several important questions open.

Most notably, the existence of a PMMS connected allocation is

inevitably a challenging open problem due to the fact that this

problem is at least as difficult as in the standard setting of fair

division. Another direction is to consider a “local" variant of other

solution concepts, such as MMS. For instance, instead of pairwise

comparison, agents may compare their bundles with all the bundles

of their neighbors.

5
See Lemmas 6.17 and 6.18 in the full paper.
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