
Free Argumentative Exchanges for Explaining Image Classifiers
Avinash Kori

Imperial College London
United Kingdom

a.kori21@imperial.ac.uk

Antonio Rago
Imperial College London

United Kingdom
a.rago@imperial.ac.uk

Francesca Toni
Imperial College London

United Kingdom
f.toni@imperial.ac.uk

ABSTRACT

Deep learning models are powerful image classifiers but their opac-
ity hinders their trustworthiness. Explanation methods for captur-
ing the reasoning process within these classifiers faithfully and
in a clear manner are scarce, due to their sheer complexity and
size. We provide a solution for this problem by defining a novel
method for explaining the outputs of image classifiers with debates
between two agents, each arguing for a particular class. We obtain
these debates as concrete instances of Free Argumentative eXchanges
(FAXs), a novel argumentation-based multi-agent framework allow-
ing agents to internalise opinions by other agents differently than
originally stated. We define two metrics (consensus and persuasion
rate) to assess the usefulness of FAXs as argumentative explanations
for image classifiers. We then conduct a number of empirical exper-
iments showing that FAXs perform well along these metrics as well
as being more faithful to the image classifiers than conventional,
non-argumentative explanation methods. All our implementations
can be found at https://github.com/koriavinash1/FAX.
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1 INTRODUCTION

With the increasing complexity and widespread deployment of
deep learning models in our daily lives, the interpretation and
explanation of these models’ decisions have become a central focus
in recent eXplainable Artificial Intelligence (XAI) literature [27, 34,
40]. Many existing approaches for explaining image classification
models heavily rely on heatmaps and segments to localize regions of
interest in input images that contribute to the model’s output [9, 37,
38], typically offering static input-output-based explanations while
lacking deeper insights into the underlying model being explained.
The literature has repeatedly highlighted the need for deeper and
more dynamic explanations [26, 28, 29], highlighting the input-
output relationships of the model but also delving into its internal
mechanisms and elucidating the model’s reasoning. Also, there is
an ongoing debate about the necessity of interactive explanations
[7, 29] and explanations that are contrastive and selected [29].
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Dialogue-based explanations have been advocated as being use-
ful in understanding the inner working of deep learning models
[26]. [45] argues that explanations are especially important when
the model has high uncertainty about the output when the pre-
diction oscillates between different classes resulting in different
interpretations of the model behaviour. [33] proposes argumenta-
tive exchanges to explain models via interactions amongst agents.
Motivated by these varied lines of work, the main focus of this work
is to extract explanations for image classifiers as debates between
two artificial agents, arguing, in the spirit of bipolar argumenta-
tion [8], for and against the classifiers’ outputs for given inputs.

Example 1. As an abstract illustration, consider two agents 𝒜1

and 𝒜2 as outlined in Figure 1 (black and grey, respectively). Each
agent has an initial perception (at timestep 𝑡 = 0) of their environment
as a bipolar argumentation framework (BAF) about a topic of interest
(𝑎 in the figure) which we consider as private. As agents start debating,
they share their knowledge (see the exchange BAF figure 1) and may
expand their private BAFs (e.g.𝒜2 learns that 𝑏 supports 𝑎 at timestep
𝑡 = 1 and agent 𝒜1 learns that 𝑐 attacks 𝑎 at timestep 𝑡 = 2). As in
human debates, as agents expand their knowledge they may see things
differently from the other agents (e.g. at the alternative timestep 𝑡 = 2′

𝒜1 sees 𝒜2
𝑠’s attack from 𝑐 to 𝑎 as a support).

Overall, we make the following contributions:
● we define a novel form of free argumentative exchanges
(FAXs) to characterise explanations amongst agents as il-
lustrated in Figure 1; differently from [33], these exchanges
allow for agents to disagree on what constitutes an attack
or support amongst arguments exchanged during debates
(and are thus free); this technical novelty empowers the use
of FAXs for explanation of image classifiers;
● we instantiate FAXs so that they can serve as the basis for
explaining the outputs of image classifiers;
● we provide an implementation of the instantiated FAXs, by
adapting the methodology of [23] to allow agents to generate
their own arguments;
● we evaluate our methodology and implementation quantita-
tively and qualitatively, with two types of image classifiers
on two datasets; for the quantitative evaluation, we use two
novel metrics to assess the argumentative quality of the
generated debates, and, for comparison with baselines, two
existing metrics (adapted to our setting) for ascertaining the
faithfulness of explanations to the explained classifiers.

2 RELATEDWORK

XAI methods. There has been a recent surge in methods advo-
cating for a shift in how we perceive explanations, emphasizing
the importance of viewing them as dialogues rather than solely
relying on heatmaps or feature attributions, as standard in much of
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Figure 1: Illustration of FAXs (see Example 1).

the XAI literature [26, 28, 29]. Within the multi-agent setting, [33]
proposed an argumentative framework for expressing (interactive)
explanations in the form of dialogues. Additionally, [18] demon-
strated a debate framework, which was further expanded in [23] to
scale, allowing for the extraction of post-hoc explanations in the
form of dialogues between two fictional agents. Inspired by [33],
we define a multi-agent argumentative framework for explanation,
and we adopt a variant of approach in [23] to implement the frame-
work. Both [23] and our implementation utilize a surrogate model
that faithfully represents the given classifier. The use of surrogate
models is a standard practice in XAI, as seen e.g. in [15, 22, 47].

The agents in our explanations put forward arguments which
can be understood as feature attributions such as LIME [34]. How-
ever, unlike [34], we do not randomly select input regions to mask;
instead, our agents learn two different strategies to select regions
to argue for and against a particular explanandum (input-output).

Our method is also related to [39], which argues against the
rigidity of static and shallow explanations and introduces a new
method for compactly visualizing how different combinations of
regions in images impact the confidence of a classifier. Also, [45]
aims to encourage the capturing of uncertain image regions, while
[45] focus on statically capturing ambiguities in an image with re-
spect to the given classifier, we generate both certain and uncertain
regions through agent interactions in an iterative fashion [42].

Argumentation methods. Some research in XAI explores the use
of computational argumentation [11]. This typically aims to as-
sess specific claims by considering arguments that support and/or
challenge the claim, as well as their relations within argumenta-
tive frameworks (AFs). These AFs may be as in [13] or Bipolar
AFs (BAFs). Broadly, with our XAI approach we delve into a rela-
tively unexplored area: explaining image classifiers through debates
amounting to BAFs, which involve interactive gameplay among
learning agents. Other approaches employing AFs for explainable
image classification either utilize intrinsically argumentative mod-
els, e.g. as in [3], or mirror the mechanics of the model itself, e.g. as

seen in [41]. In contrast, our approach focuses on explaining classi-
fiers using latent features through (free) argumentative exchanges.

3 PRELIMINARIES

3.1 Computational Argumentation Background

We use (BAFs) [8], i.e. triples ∐︀X,A, S̃︀ such that X is a finite set
of arguments, A ⊆ X × X is an attack relation and S ⊆ X × X is a
support relation. For all BAFs in this paper, we assume that A∩S=∅.
For any 𝛼 ∈X, A(𝛼)={𝛽 ∈X⋃︀(𝛽, 𝛼)∈A} are the attackers of 𝛼 and
S(𝛼)={𝛽 ∈X⋃︀(𝛽, 𝛼)∈S} are the supporters of 𝛼 .

We use the following notation from [33]: given BAFs B=∐︀X,A, S̃︀,
B′ = ∐︀X′,A′, S′̃︀, we say that B ⊑ B′ iff X ⊆ X′, A ⊆ A′ and S ⊆ S′;
also, we use B′ ∖ B to denote ∐︀X′ ∖X,A′ ∖A, S′ ∖ S̃︀. We also say
that B = B′ iff B ⊑ B′ and B′ ⊑ B, and B ⊏ B′ iff B ⊑ B′ but B ≠ B′.

As conventional in the literature [5], a BAF ∐︀X,A, S̃︀ may be
equipped with gradual semantics 𝜎 ∶ X→ I assigning to arguments
𝛼 ∈ X values in I, which is some set equipped with a pre-order ≤
(where, as usual 𝑣 <𝑤 denotes 𝑣 ≤𝑤 and𝑤 ≰ 𝑣). In line with [33],
we refer to 𝜎 as evaluation method and to I as evaluation range, to
indicate their use by agents to evaluate arguments internally. We
say 𝜎 is dialectically monotonic iff, as in [5]:
● given two BAFs B = ∐︀X,A, S̃︀ and B′ = ∐︀X′,A′, S′̃︀, where
X′ = X∪ {𝑎}, A′ ∪ S′ = A∪ S∪ {(𝑎,𝑏)}, it is always the case
that if (𝑎,𝑏) ∈ A′, then 𝜎(B′, 𝑏) ≤ 𝜎(B, 𝑏), while if (𝑎,𝑏) ∈ S′,
then 𝜎(B′, 𝑏) ≥ 𝜎(B, 𝑏); and
● given two BAFs B = ∐︀X,A, S̃︀ and B′ = ∐︀X′,A′, S′̃︀, where
for an argument 𝑎 ∈ X ∩ X′, A′(𝑎) = A(𝑎), S′(𝑎) = S(𝑎),
∃𝑏 ∈ A′(𝑎) ∪ S′(𝑎) such that 𝜎(B′, 𝑏) > 𝜎(B, 𝑏) and ∀𝑐 ∈
A′(𝑎) ∪ S′(𝑎) ∖ {𝑏}, 𝜎(B′, 𝑐) = 𝜎(B, 𝑐) it is always the case
that if 𝑏 ∈ A′(𝑎), then 𝜎(B′, 𝑎) ≤ 𝜎(B, 𝑎), while if 𝑏 ∈ S′(𝑎),
then 𝜎(B′, 𝑎) ≥ 𝜎(B, 𝑎).

The first bullet states that an argument’s strength cannot in-
crease/decrease when a new attacker against/supporter for (respec-
tively) the argument is added, all else being equal; the second bullet
states that an argument’s strength cannot increase/decrease when
an attacker against/supporter for (respectively) the argument is
strengthened, all else being equal.

Given a BAF B=∐︀X,A, S̃︀, for 𝑎,𝑏 ∈X, we let a path from 𝑎 to 𝑏 be
defined as (𝑐0, 𝑐1), . . . , (𝑐𝑛−1, 𝑐𝑛) for some 𝑛 > 0 (the length of the
path) where 𝑐0 = 𝑎, 𝑐𝑛 = 𝑏 and, for any 1 ≤ 𝑖 ≤ 𝑛, (𝑐𝑖−1, 𝑐𝑖) ∈ A ∪ S.
We also use paths(𝑎,𝑏) to denote the set of all paths from 𝑎 to 𝑏
(leaving the BAF implicit), and use ⋃︀𝑝 ⋃︀ for the length of path 𝑝 . Also,
we may see paths as sets of pairs. Then, as in [12, 33], we say that B
is a BAF for explanandum 𝑒 ∈ X iff i.) ∄(𝑒, 𝑎) ∈ A∪S; ii.)∀𝑎 ∈ X∖{𝑒},
there is a path from 𝑎 to 𝑒; and iii.) ∄𝑎 ∈X with a path from 𝑎 to 𝑎.

3.2 Image Classification Set-up

Consider a dataset 𝒟 ⊆ 𝒳 × 𝒴 , where 𝒳 ∈ Rℎ×𝑤×𝑐 represents a
vector space with dimensions ℎ ×𝑤 corresponding to an image and
𝑐 channels (𝑐 ≥ 1). The label space 𝒴 = 1, . . . , 𝑁 consists of 𝑁 ≥ 2
classes. Following conventions in image classification [16, 17], we
consider an image classifier trained on 𝒟, comprising a feature
extractor 𝑓 ∶ 𝒳 → 𝒵 and a feature classifier 𝑔 ∶ 𝒵 → 𝒴 . The feature
extractor 𝑓 maps the observational space 𝒳 to a continuous latent
space 𝒵 ⊆ R𝑚×𝑑 , where each element of 𝒵 represents a set of
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latent features with𝑚 elements, each of length 𝑑 . Given an input
𝑥 ∈ 𝒳 , the image classifier orders the classes in𝒴 based on𝑔(𝑓 (𝑥)),
predicting the top-class 𝑦 as the output (with an abuse of notation
we often write 𝑔(𝑓 (𝑥)) = 𝑦). Consistent with prior works [23, 43],
we assume the existence of a set𝒵𝑖 ⊂ 𝒵 of features associated with
each class 𝑖 ∈ 𝒴 . These are referred to as the class-𝑖-specific features.
Up to Section 6, we defer discussion on how these class-specific
features are obtained.

4 AGENTS AND EXPLANATIONS

Agents are represented as private triples for explananda, a notion
adapted from [33], as follows.

Definition 1. An agent𝒜𝑖 is a private triple for an explanandum
𝑒 , amounting to (I𝑖 ,B𝑖 , 𝜎𝑖) where:
● I𝑖 = I𝑖+ ∪ I𝑖− is an evaluation range, referred to as 𝒜𝑖 ’s private
evaluation range, where I𝑖+ (referred to as positive evalua-
tions) and I𝑖− (referred to as negative evaluations) are disjoint
and for any 𝑣+ ∈ I𝑖+ and 𝑣− ∈ I𝑖−, 𝑣+ > 𝑣−;
● B𝑖 =∐︀X𝑖

,A𝑖
, S𝑖̃︀ is a BAF for 𝑒 , referred to as𝒜𝑖 ’s private BAF;

● 𝜎
𝑖 is an evaluation method, referred to as 𝒜𝑖 ’s private evalu-

ation method, such that, for any BAF B = ∐︀X,A, S̃︀ and, for
any 𝑎 ∈ X, 𝜎𝑖(B, 𝑎) ∈ I𝑖 .

Here, we use BAFs instead of quantitative BAFs [4] as in [33],
and rely upon evaluation ranges split into two, rather than three,
partitions as in [33] (so we disregard the neutral partition in [33]).
The threshold between the two partitions is seen as the point where
an agent “changes their mind” on the explanandum, and may cor-
respond to a classifier’s decision boundary, as we will see later.
We assume, for the remainder of this section, that any evaluation
method is dialectically monotonic (as defined in Section 3). We
exemplify our notion of an agent in a simple, generic setting below
(see Section 5 for instantiations for image classification).

Example 2. An agent 𝒜1 is a private triple for an explanandum
𝑎, amounting to (I1,B1

, 𝜎
1) where: I1 = (︀0, 1⌋︀ with I1− = (︀0, 0.6(︀

and I1+ = (︀0.6, 1⌋︀; B1 = ∐︀X1
,A1

, S1̃︀ such that X1 = {𝑎,𝑏} with
arguments 𝑎: we should eat at this pizzeria and 𝑏: it is highly recom-
mmended, S1(𝑎) = {(𝑏, 𝑎)} and A1(𝑎) = ∅; and 𝜎1 is some dialecti-
cally monotonic semantics, which in this case could give, for example
𝜎

1(B1
, 𝑎) = 0.75 and 𝜎1(B1

, 𝑏) = 0.5 (given the asymmetric set-up
of 𝑎’s attackers and supporters). Here we can see that 𝒜1’s positive
reasoning for the explanandum overcomes the (absent) negative rea-
soning against it, resulting in its strength being above the threshold
of 0.6 and thus gives a positive evaluation.

We define a novel form of argumentation exchanges amongst
agents, which will serve, later, as explanations:1

Definition 2. A free argumentative exchange (FAX) for an
explanandum 𝑒 amongst agents 𝒜, where ⋃︀𝒜⋃︀ = 𝑚 ≥ 2 and each
agent in 𝒜 is a private triple for 𝑒 , is a tuple:

∐︀B𝑥0 , . . . ,B𝑥𝑛,𝒜0, . . . ,𝒜𝑛,ℳ̃︀ (𝑛 ≥ 0)
where, for all timesteps 𝑡 ∈ (︀𝑛⌋︀, B𝑥𝑡 (referred to as the exchange BAF
at step 𝑡 ) is a BAF for 𝑒 and 𝒜𝑡 is a set of 𝑘 agents, all private triples
for 𝑒 , such that:
1Throughout, we denote with (︀𝑘⌋︀ the set {0, 1, . . . , 𝑘}, with ⌋︀𝑘⌋︀ {1, . . . , 𝑘}, etc.

● B𝑥0 = ∐︀X𝑥
0 ,A

𝑥
0 , S

𝑥
0 ̃︀ is a BAF such that:

– X𝑥
0 = {𝑒}; A𝑥

0 = ∅; S𝑥0 = ∅;
● 𝒜0 = 𝒜;

and, at timestep 𝑡 ∈⌋︀𝑛⌋︀, letting B𝑥∗ = ∐︀X𝑥
∗,A

𝑥
∗, S

𝑥
∗̃︀ = B𝑥𝑡 ∖ B𝑥𝑡−1:

● B𝑥𝑡 ⊒ B𝑥𝑡−1, where ∀(𝑎,𝑏) ∈ A𝑥
∗, ∃ 𝑗 ∈⌋︀𝑚⌋︀ such that (𝑎,𝑏) ∈

A𝑗
𝑡−1 and ∀(𝑐,𝑑) ∈ S𝑥∗, ∃𝑘 ∈⌋︀𝑚⌋︀ such that (𝑐,𝑑) ∈ S𝑘𝑡−1;

● 𝒜𝑡 is a set of private triples (I𝑖 ,B𝑖𝑡 , 𝜎𝑖) for 𝑒 , one for each
𝑖 ∈⌋︀𝑚⌋︀, where B𝑖𝑡 ⊒ B𝑖𝑡−1 and X𝑥

∗ ⊆ X𝑖
𝑡 and A

𝑥
∗ ∪ S𝑥∗ ⊆ A𝑖

𝑡 ∪ S𝑖𝑡 ;
ℳis the contributor mapping, such that, for B𝑥𝑛 = ∐︀X𝑥

𝑛,A
𝑥
𝑛, S

𝑥
𝑛̃︀, for

every (𝑎,𝑏) ∈ A𝑥
𝑛 ∪ S𝑥𝑛 :ℳ((𝑎,𝑏)) = (𝑖, 𝑡) with 𝑖 ∈⌋︀𝑚⌋︀ and 𝑡 ∈⌋︀𝑛⌋︀.

FAXs thus allow agents to add attacks or supports from their
private to the exchange BAF, which are then incorporated to all
other agents’ frameworks as some form of relation. Note that it is
only the BAFs which change with the timestep, not, for example, the
evaluation ranges or methods. Intuitively, the contributor mapping
returns, for each attack/support pair in the final exchange BAF, the
agent who contributes the pair as well as the timestep at which
the pair was contributed. Note that, by definingℳ as a mapping,
we impose that there is a single contributor and timestep for each
attack/support pair in the final exchange BAF, and therefore pairs
cannot be introduced multiple times in FAXs. Note that FAXs are
variants of argumentative exchanges (AXs) in [33]: whereas in
AXs agents are equipped with quantitative BAFs, in FAXs they are
equipped with BAFs; and, whereas in AXs agents are assumed to
share a lingua franca of arguments’ attackers and supporters (so
that if an argument attacks or supports another for an agent it does
so for all others), in FAXs attackers/supporters for an agent may
be supporters/attackers for another, witnessing the ‘free” nature
of FAXs. Next, we illustrate (in the earlier simple, generic setting)
why this may be useful.

Example 3. Continuing from Example 2, a second agent 𝒜2 is a
private triple for 𝑎, amounting to (I2,B2

, 𝜎
2) where: I2 = I1; B2 =

∐︀X2
,A2

, S2̃︀ such thatX2 = {𝑎, 𝑐}with argument 𝑐 : there is pineapple
on the pizza, A2(𝑎) = {(𝑐, 𝑎)} and S2(𝑎) = ∅; and 𝜎

2 is some
dialectically monotonic semantics, which in this case could give, e.g.,
𝜎

2(B2
, 𝑎)=0.25 and 𝜎2(B2

, 𝑐)=0.5 (again given the asymmetric set-
up of 𝑎’s attackers and supporters). Here 𝒜2’s negative reasoning for
the explanandum overcomes the (absent) positive reasoning against it,
resulting in its strength being below the threshold of 0.6 and thus gives
a negative evaluation. A FAX for 𝑎 amongst agents 𝒜 = {𝒜1

,𝒜2} is
then a tuple ∐︀B𝑥0 ,B𝑥1 ,B𝑥2 ,𝒜0,𝒜1,𝒜2,ℳ̃︀ such that:
● B𝑥1 ∖ B𝑥0 = ∐︀{𝑏},∅, {(𝑏, 𝑎)}̃︀, whereℳ((𝑏, 𝑎)) = (1, 1), and
thus 𝒜1 ≠ 𝒜0, where 𝒜1

1 = 𝒜1
0 and 𝒜2

1 ≠ 𝒜2
0 with B2

1 ∖ B2
0 =

∐︀{𝑏},∅, {(𝑏, 𝑎)}̃︀;
● B𝑥2 ∖ B𝑥1 = ∐︀{𝑐}, {(𝑐, 𝑎)},∅̃︀, whereℳ((𝑐, 𝑎)) = (2, 2), and
thus 𝒜2 ≠ 𝒜1, where 𝒜2

2 = 𝒜2
1 and 𝒜1

2 ≠ 𝒜1
1 with B1

2 ∖ B1
1 =

∐︀{𝑐},∅, {(𝑐, 𝑎)}̃︀.
Here, support (𝑏, 𝑎) provided at timestep 2 by𝒜1 is learnt by𝒜2 (as is
conventional in AXs [33]) as a support, indicating that the agents agree
on the relation. Then, at timestep 2, 𝒜2 provides the attack (𝑐, 𝑎), e.g.
because pineapple on a pizza is anathema in Italy. However,𝒜1 learns
the relation (𝑐, 𝑎) as a support, indicating that they considered 𝑐 to
be providing reasoning for 𝑎, e.g. because𝒜1 likes pineapple on pizza.
This shows how FAXs, differently to AXs, allow for differences in the
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way agents interpret relations. Given that 𝜎1 and 𝜎2 are dialectically
monotonic, we know that 𝜎1(B1

0, 𝑎) = 𝜎
1(B1

1, 𝑎) ≤ 𝜎
1(B1

2, 𝑎) and
𝜎

2(B2
0, 𝑎) ≤ 𝜎2(B2

1, 𝑎) = 𝜎2(B2
2, 𝑎), respectively.

We can define a notion to restrict FAXs so that agents therein
can be deemed to share a lingua franca, as follows.

Definition 3. Given a FAX 𝐹 for 𝑒 amongsts𝒜, with 𝐹 = ∐︀B𝑥0 , . . . ,
B𝑥𝑛,𝒜0, . . . ,𝒜𝑛,ℳ̃︀, 𝒜𝑖

𝑛 ∈ 𝒜𝑛 such that 𝒜𝑖
𝑛 = (I𝑖 ,B𝑖𝑛, 𝜎𝑖) and B𝑖𝑛 =

∐︀X𝑖
𝑛,A

𝑖
𝑛, S

𝑖
𝑛̃︀, we say that 𝐹 has an effective lingua franca iff

(⋃𝒜𝑖
𝑛∈𝒜𝑛

A𝑖
𝑛) ∩ (⋃𝒜𝑖

𝑛∈𝒜𝑛
S𝑖𝑛)=∅.

It can be seen that the FAX in Example 3 does not have a lingua
franca since the agents disagree on the relation (𝑐, 𝑎). Typically,
FAXs begin because there is a conflict between agents, amounting
to a different stance on the explanandum:

Definition 4. Given an agent 𝒜𝑖 , i.e. a private triple (I𝑖 ,B𝑖 , 𝜎𝑖)
(for some explanandum 𝑒) with B𝑖 = ∐︀X𝑖

,A𝑖
, S𝑖̃︀, for any 𝑎 ∈ X𝑖 , let

𝒜𝑖 ’s stance on 𝑎 be defined as Σ𝑖(B𝑖 , 𝑎) = + (positive stance) iff
𝜎
𝑖(B𝑖 , 𝑎) ∈ I𝑖+, and Σ𝑖(B𝑖 , 𝑎) = − (negative stance) otherwise. Then,

a set𝒜 of agents/ private triples for explanandum 𝑒 is in conflict wrt
𝑒 iff there are two or more agents in 𝒜 with different stances on 𝑒 .

Note that this notion of stance is adapted from [33], ignoring
the neutral stance therein.

We see FAXs as means to lead to resolution of initial conflicts,
by allowing agents to argue while identifying and filling any gaps
in their beliefs (represented by their private BAFs). We adapt the
following from [33], to characterise FAXs successfully leading to
resolution (or not), from an initial conflict.

Definition 5. Let𝒜 be a set of agents/private triples for explanan-
dum 𝑒 . Let𝒜 be in conflict wrt 𝑒 . Let 𝐹 =∐︀B𝑥0 , . . . ,B𝑥𝑛,𝒜0, . . . ,𝒜𝑛,ℳ̃︀
be a FAX for 𝑒 amongst 𝒜. Then:
● 𝐹 is unresolved at timestep 𝑡 , for 𝑡 ∈⌋︀𝑛⌋︀, iff 𝒜𝑡 is in conflict
wrt 𝑒 , and resolved at 𝑡 otherwise;
● 𝐹 is unresolved iff it is unresolved at every timestep 𝑡 ∈⌋︀𝑛⌋︀;
● 𝐹 is resolved iff it is resolved at timestep 𝑛.

Example 4. Continuing from Example 3, we know that𝜎1(B1
0, 𝑎) ∈

I1+ and 𝜎2(B2
0, 𝑎) ∈ I2−, and so Σ1(B1

0, 𝑎) = + Σ2(B2
0, 𝑎) = −, meaning

𝒜 is in conflict wrt 𝑎. At timestep 1, let us assume that, although
𝜎

2(B2
0, 𝑎) ≤ 𝜎2(B2

1, 𝑎), it remains the case that 𝜎2(B2
1, 𝑎) ∈ I2−. Since

𝜎
1(B1

0, 𝑎) = 𝜎
1(B1

1, 𝑎) ∈ I1+, we can see that the FAX is unresolved
at timestep 1. Then, since 𝜎1(B1

1, 𝑎) ≤ 𝜎
1(B1

2, 𝑎), thus 𝜎1(B1
2, 𝑎) ∈

I1+ and 𝜎
2(B2

1, 𝑎) = 𝜎
2(B2

2, 𝑎) ∈ I1−, we know that Σ1(B1
2, 𝑎) = +,

Σ2(B2
2, 𝑎) = − and thus the FAX is unresolved. Meanwhile, if 𝒜1 had

interpreted (𝑐, 𝑎) as an attack, let us say at an alternate 𝑡 = 2′, since
𝜎

1 is dialectically monotonic we know that it would have been the
case that 𝜎1(B1

1, 𝑎) ≥ 𝜎1(B1
2, 𝑎), and the FAX may have been resolved

if 𝜎1(B1
2′ , 𝑎) ∈ I

1
−, thus giving Σ

1(B1
2′ , 𝑎) = Σ

2(B2
2′ , 𝑎) = −.

When FAXs are used for conflict resolution, exchange BAFs
therein can be seen as explanations, in that they unearth the rea-
soning behind the resolution or otherwise of the conflict amongst
the agents, with evidence that the explanandum is “correct” or not
(when the FAX is resolved, depending on the final stance of all
agents) or why it cannot be deemed “correct” or otherwise (when
the FAX is unresolved). For illustration, in the first FAX (𝑡 = 2)

in Example 4, the agents do not share the same stance on the ex-
planandum due to their differing interpretations of (𝑐, 𝑎), whereas
in the second FAX (𝑡 = 2′), they agree on both this relation being
an attack and on their final stances on the explanandum.

When using FAX for explaining image classification (from Sec-
tion 5), we will restrict attention to special forms of FAXs, as follows.

Definition 6. A strictly interleaved FAX for 𝑒 amongst 𝒜 is a
FAX ∐︀B𝑥0 , . . . ,B𝑥𝑛,𝒜0, . . . ,𝒜𝑛,ℳ̃︀ for 𝑒 amongst 𝒜 such that

● 𝒜 = {𝒜1
,𝒜2} (i.e. with ⋃︀𝒜⋃︀ = 2);

● for each timestep 𝑡 ∈⌋︀𝑛⌋︀ there exists exactly one (𝑎,𝑏) such
thatℳ((𝑎,𝑏)) = (𝑘, 𝑡) and if 𝑡 is odd then 𝑘 = 1; else 𝑘 = 2.

If 𝑛 is even, then the FAX is equal opportunity.

The FAX in Example 3 is equal opportunity strictly interleaved.
Intuitively, in a strictly interleaved FAX agents take turns, contribut-
ing one attack/support at a time and making the same number of
contributions, to have the same chances at persuading the other.

5 EXPLANATIONS FOR IMAGE

CLASSIFICATION

We see explanations for image classification as (exchange BAFs of)
equal opportunity strictly interleaved FAXs amongst:

● 𝒜1 (the proponent, arguing for the class in 𝒴 predicted by
the underlying image classifier for input image 𝑥 ∈ 𝒳 of
interest), and
● 𝒜2 (the opponent, arguing against the predicted class).

For simplicity, we restrict attention to the top two classes in the
ordering determined by the image classifier (𝑔, see Section 3) for
the input image, so that 𝒜2 argues against the predicted (top) class
by arguing for the second best in the ordering. In the remainder of
the paper we assume, without loss of generality, that class 1 is the
predicted class for 𝑥 and class 2 is the second best. In line with the
machine learning literature, we also refer to class 1 as 𝑦.

In our approach to explaining image classification using FAXs,
each agent argues for a particular class, and thus class-specific fea-
tures (see Section 3) play the role of arguments exchanged between
agents. The arguments put forward by the proponent and opponent
can be seen as playing the role of positive and negative, respec-
tively, feature attributions as in some XAI literature [27, 34, 38, 40].
However, intuitively, the exchange BAF in the FAX can also convey
the reasoning of the classifier. We will provide an evaluation of
FAXs as explanations of image classifiers in Section 8. Here, we
focus on instantiating the generic FAXs for our purposes.

Concretely, we assume that the two agents explaining the output
of an underlying image classifier by virtue of a FAX can leverage
on class-specific classifiers 𝑞1 ∶ 2𝒵

1
∪𝒵

2
→ (︀0, 1⌋︀ and 𝑞2 ∶ 2𝒵

1
∪𝒵

2
→

(︀0, 1⌋︀, allowing the agents to evaluate sets of their own and other
agents’ arguments (in other words, amounting to their private eval-
uation methods). Until Section 6, we ignore how these class-specific
classifiers can be learnt, alongside the class-specific features, so that
they are faithful to the original image classifier being explained (see
Section 7), which is crucial to guarantee that FAXs as explanations
are also faithful. We also refer to the class-specific classifiers as pri-
vate classifiers (with 𝒵1 and 𝒵2 also referred to as private features).
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Finally, given that we aim at explaining the output of the image
classifier, we use (𝑥,𝑦) as the explanandum 𝑒 .

We now instantiate the general Definition 1, describing agents,
to capture proponent and opponent for image classification.

Definition 7. Let 𝑖 ∈ {1, 2}. Then, the initial image classification
agent is a private triple (I𝑖 ,B𝑖 , 𝜎𝑖) for (𝑥,𝑦) such that:

● I𝑖 =(︀0, 1⌋︀ is the agent’s evaluation range, with I𝑖−=(︀0, 𝜏) and
I𝑖+=(︀𝜏, 1⌋︀, for some threshold 𝜏 ∈ (︀0, 1⌋︀;
● B𝑖 = ∐︀X𝑖

,A𝑖
, S𝑖̃︀ is a BAF where if 𝑖 = 1 then

– X𝑖 ⊆ {(𝑥,𝑦)} ∪𝒵1 such that (𝑥,𝑦) ∈ X𝑖 ,
– A𝑖 = ∅,
– S𝑖 ⊆ 𝒵1 × {(𝑥,𝑦)};
and if 𝑖 = 2 then
– X𝑖 ⊆ {(𝑥,𝑦)} ∪𝒵2 such that (𝑥,𝑦) ∈ X𝑖 ,
– A𝑖 ⊆ 𝒵2 × {(𝑥,𝑦)},
– S𝑖 = ∅;
● 𝜎

𝑖 ∶ X𝑖 → I𝑖 is such that:
– 𝜎

𝑖(B𝑖 , (𝑥,𝑦)) = 𝑞𝑖(A𝑖((𝑥,𝑦)) ∪ S𝑖((𝑥,𝑦)));
– for 𝑧 ∈ X𝑖 ∖ {(𝑥,𝑦)}, 𝜎𝑖(B𝑖 , 𝑧) = 𝑞𝑖({𝑧}).

Corollary 1. If 𝜎1(B1
,(𝑥,𝑦))≠𝜎2(B2

,(𝑥,𝑦)), i.e. 𝑞1(S1((𝑥,𝑦)))
≠𝑞2(A2((𝑥,𝑦))), then ∃𝜏 ∈ (︀0, 1⌋︀ such that 𝒜 is in conflict.

Here, we use specialised notions compared to those in Defini-
tion 1. Specifically, the private BAFs are “shallow” and acyclic, with
all attacks and supports from private features (of either agent) to the
explanandum. The evaluation ranges are divided into positive and
negative evaluations by a threshold 𝜏 , which, as Lemma 1 demon-
strates, can be guaranteed to provide a dividing line between the
two classes if the agents’ class-specific features have an effect on
the private classifiers’ outputs. The evaluation method is defined in
terms of the class-specific classifier of the agent: the evaluation of
the explanandum is given by the classifier applied to its attackers
and supporters (which are class-specific features), while the eval-
uation of a class-specific feature is given by the private classifier
applied to this feature only.

To obtain explanations for image classifiers, we will use FAXs
where agents update their private BAFs guided by their private
classifiers, using the following “learning strategy”.

Definition 8. Let ∐︀B𝑥0 , . . . ,B𝑥𝑛,𝒜0, . . . ,𝒜𝑛,ℳ̃︀ be an equal op-
portunity strictly interleaved FAX for explanandum (𝑥,𝑦) amongst
initial image classification agents 𝒜 = {𝒜1

,𝒜2}. Then, for 𝑖, 𝑗 ∈
{1, 2} with 𝑖 ≠ 𝑗 ,𝒜𝑖 adopts a dialectically monotonic learning strat-
egy iff at timestep 𝑡 ∈⌋︀𝑛⌋︀, if ∃(𝑧, (𝑥,𝑦)) such thatℳ((𝑧, (𝑥,𝑦))) =
(𝑖, 𝑡), then B𝑖𝑡 = B𝑖𝑡−1; otherwiseℳ((𝑧, (𝑥,𝑦))) = ( 𝑗, 𝑡) and B𝑖𝑡 =
∐︀X𝑖

𝑡 ,A
𝑖
𝑡 , S

𝑖
𝑡 ̃︀ is such that:

● (𝑧, (𝑥,𝑦)) ∈ A𝑖
𝑡 ∖A𝑖

𝑡−1 iff 𝑞
𝑖(A𝑖

𝑡−1((𝑥,𝑦)) ∪ S𝑖𝑡−1((𝑥,𝑦)) ∪
{𝑧}) − 𝑞𝑖(A𝑖

𝑡−1((𝑥,𝑦)) ∪ S𝑖𝑡−1((𝑥,𝑦))) < 0;
● (𝑧, (𝑥,𝑦)) ∈ S𝑖𝑡 ∖ S𝑖𝑡−1 iff 𝑞

𝑖(A𝑖
𝑡−1((𝑥,𝑦)) ∪ S𝑖𝑡−1((𝑥,𝑦)) ∪

{𝑧}) − 𝑞𝑖(A𝑖
𝑡−1((𝑥,𝑦)) ∪ S𝑖𝑡−1((𝑥,𝑦))) ≥ 0;

and 𝜎𝑖 is such that:
● 𝜎

𝑖(B𝑖𝑡 , (𝑥,𝑦)) = 𝑞𝑖(A𝑖
𝑡−1((𝑥,𝑦)) ∪ S𝑖𝑡−1((𝑥,𝑦)) ∪ {𝑧});

● ∀𝑧′ ∈ X𝑖
𝑡 ∩X𝑖

𝑡−1, 𝜎
𝑖(B𝑖𝑡 , 𝑧′) = 𝜎𝑖(B𝑖𝑡−1, 𝑧

′); and
● 𝜎

𝑖(B𝑖𝑡 , 𝑧) = ⋃︀𝑞𝑖(A𝑖
𝑡−1((𝑥,𝑦)) ∪ S𝑖𝑡−1((𝑥,𝑦)) ∪ {𝑧})−

𝑞
𝑖(A𝑖

𝑡−1((𝑥,𝑦)) ∪ S𝑖𝑡−1((𝑥,𝑦)))⋃︀.

In the remainder, we refer to equal opportunity strictly inter-
leaved FAXs where both agents adopt a dialectically monotonic
learning strategy simply as FAXs. Note that, in FAXs, the initial
private BAF of each agent contains all arguments representing
the agent’s private features. Then, any arguments learned from
the other agent’s contributions are such that their addition to the
agent’s private BAF results in dialectically monotonic behaviour
(due to the agent’s characterisation of the relation as an attacker or
supporter), in the spirit of [32]. This naturally leads to:

Proposition 1. In any FAX for an explanandum (𝑥,𝑦) amongst
agents𝒜 = {𝒜1

,𝒜2}, for any𝒜𝑖 ∈ 𝒜, 𝜎𝑖 is dialectically monotonic.2

This result sanctions that our choices in instantiating the seman-
tics for FAXs leads to explanations that are dialectically monotonic,
which has been identified as an important property by argumenta-
tion practitioners [2, 5, 31] and found to be intuitive by humans (as
shown for a form of dialectical monotonicity in [1]).

6 IMPLEMENTATION

In this section, we detail our methodology (overviewed in Figure 2)
for obtaining and evaluating empirically FAXs with data for image
classification. Specifically, we detail how class-specific (private)
features can be obtained (Section 6.1); and how class-specific agents
(including their private classifiers and their policies for contributing
to FAXs) are learnt and deployed (Section 6.2). Note that, while FAXs
are amongst two agents only (for the top- and second-best predicted
classes by the classifier), given that different inputs will result in
different predictions we need to develop, at training time, all agents,
with their private features and classifiers.

6.1 Class-specific discrete features

We obtain these by simultaneously training, similarly to [23]:
● 𝑁 codebooks ℭ1, . . . ,ℭ𝑁 (one per class in 𝒴); for each 𝑖 ∈
{1, . . . , 𝑁}, ℭ𝑖 ∈ R�̃�×𝑑 corresponds to 𝒵𝑖 (see Section 3);3

for 𝑧 = 𝑓 (𝑥), if 𝑦 is the top-class predicted by 𝑔(𝑧), we
use ℭ𝑦(𝑧) to stand for the specific discrete features in ℭ𝑦

corresponding to 𝑧 (we use 𝑧 to stand for ℭ𝑦(𝑧) if clear);
● a quantized classifier 𝑞 ∶ ℭ → 𝒴 , for ℭ = ℭ1 ∪ . . . ∪ ℭ𝑁 ,
distilling the knowledge of the feature classifier 𝑔 so that
𝑞(𝑧) approximates 𝑔(𝑧).

Intuitively, a codebook is a collection of averaged patterns or “con-
cept representations” that summarize the key features of data [43].

Training. To get the codebooks, we draw inspiration from [43].
Intuitively, for each (𝑥,𝑦)∈𝒟, with 𝑧= 𝑓 (𝑥), for 𝑦=argmax(𝑔(𝑧))
(i.e. 𝑦 is the top-class predicted by the feature classifier 𝑔 for 𝑧), we
aim at deterministically mapping the elements of 𝑧 to the nearest
elements of ℭ𝑦 using some convex distance function 𝛿 , as follows:

𝑧 = {argmin
�̃�∈ℭ�̄�

𝛿(𝑧𝑘 , �̃�)⋃︀𝑧𝑘 ∈ 𝑧} (1)

To learn this in an end-to-end fashion, we use the Gumble sam-
pling procedure from [19], resulting in 𝑧 as a projection of the

2The proof of this result can be found in [25].
3We assume for simplicity that𝑀𝑖

= �̃� for all 𝑖 ∈ {1, . . . , 𝑁}, namely all agents have
the same number of class-specific features.
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Figure 2: Overview of our implementation (argument dependencies are temporal).

continuous features in 𝑧 onto every element of codebook ℭ𝑦 , corre-
sponding to pairwise similarity scores between 𝑧 and all �̃� codebook
features ℭ𝑦 . The resulting quantization objective for training is
described as follows (see [19] for details):

ℒquant =∑ softmax(𝑧) (logsoftmax(𝑧)) (2)

To faithfully learn the quantized classifier 𝑞, we adopt the fol-
lowing distillation loss during training, where 𝑦 is the predicted
class (by 𝑔) for input 𝑥 and CE correspond to cross-entropy loss:

ℒdist = ℒquant + CE (𝑞(𝑧)),𝑦) (3)
By using this loss, we strive towards a faithful 𝑞 to the classifier.

6.2 Class-specific agents

We obtain 𝑁 agents, each of which is responsible for arguing wrt
a particular class in 𝒴 . For any given input 𝑥 , an instance of FAX
is obtained between the two agents whose class is the top-class
predicted by 𝑔(𝑓 (𝑥)) (for the proponent) and the second-best class
(for the opponent). Specifically, if 𝑔(𝑓 (𝑥)) = (︀𝑦1

, . . . ,𝑦
𝑁 ⌋︀, then

the proponent is 𝒜𝑦
1
and the opponent is 𝒜𝑦

2
, as depicted in the

assignment block in Figure 2 (the assignment block selects the
agents based on the estimated top two classes).

We model each agent 𝒜𝑖 (arguing for class 𝑦𝑖 ) as a sequence
model 𝜁 𝑖 . In line with [23], we use gated recurrent units (GRUs) for
realizing these sequence models. The sequence model 𝜁 𝑖 operates
on a hidden state vector (ℎ𝑖𝑡−1), which can be treated as a proxy
interpretation for information drawn from the exchange BAF in the
FAX till the current timestep (𝑡 ). The sequence model uses a private
modulator networkℳ𝑖 which encodes arguments (in X𝑖

𝑡 in the
agent’s private BAF B𝑖𝑡 ) to update the hidden state representation:

ℎ
𝑖
𝑡 = 𝜁 𝑖(ℎ𝑖𝑡−1,ℳ𝑖(X𝑖

𝑡 )) (4)

The output (hidden state vector) of 𝜁 𝑖 is then used to determine a
policy function Π𝑖 , for determining how agents contribute attacks
and supports (in the agent’s private BAF B𝑖𝑡 ) to FAXs, by determin-
ing which argument these attacks (if the agent is the opponent𝒜𝑗 )

or supports (if the agent is the proponent 𝒜𝑖 ) are drawn from:

X𝑖
𝑡 ∼ Π𝑖(ℎ𝑖𝑡−1 ⋃︀ X𝑖

𝑡−1 ∪X𝑗
𝑡−1,𝑦

𝑖) (5)

Note that these arguments are from ℭ𝑦𝑖 , corresponding to private

features in𝒵𝑦
𝑖

. The output (hidden state vector) of 𝜁 𝑖 is also used to
obtain the private classifier 𝑞𝑖 , as a multi-layer perceptron with hid-
den state vectors as inputs, associating them to class confidence in
turn used to assign values to sets of private features as in Section 5.

Training. To obtain each agent’s sequence model in an end-to-
end fashion, we adapt the REINFORCE learning algorithm from
[30]. Specifically, we see the next argument prediction/selection as
a reinforcement learning task, with agents’ rewards as follows.

Definition 9. Let ∐︀B𝑥0 , . . . ,B𝑥𝑛,𝒜0, . . . ,𝒜𝑛,ℳ̃︀ be a FAX for ex-
planandum (𝑥,𝑦) amongst agents 𝒜={𝒜1

,𝒜2}. Then, for 𝑖 ∈{1, 2}
and 𝑡 ∈{1, . . . , 𝑛},𝒜𝑖 ’s reward at timestep 𝑡 is 𝑟 𝑖𝑡 = Σ𝑖(B𝑖0, 𝑒)𝜎𝑖(B𝑖𝑡 , 𝑒).4

Thus, reward is a continuous-valued function modelled using
the agent’s “confidence” towards the explanandum, and reflecting
the contributed arguments to date and the agent’s original stance
towards the explanandum. Note that this stance is always positive
for the first agent and negative for the second, given our choice of
𝜏 in Section 5. Note also that rewards are between (︀−1, 1⌋︀.

We combine the agent’s reward with REINFORCE gradients:

ℒ𝑖FAX = −∑
𝑡

logΠ𝑖
𝜃𝑖 (ℎ

𝑖
𝑡 ⋃︀ X𝑖

𝑡−1 ∪X𝑗
𝑡−1,𝑦

𝑖)(𝑟 𝑖𝑡 − 𝑏𝑖𝑡 ) (6)

where 𝜃
𝑖 are the parameters of policy Π𝑖 (and thus modulator

ℳ𝑖 ) being learnt and 𝑏
𝑖
𝑡 is a baseline value estimated by 𝒜𝑖 at

timstep 𝑡 , which is mainly used to reduce the variance in the agent’s
behaviour during the exploration stage in (reinforcement) learning.
Minimisation of this loss can also be viewed as maximisation of
log-likelihood of the policy distribution [30].

4Here, we treat the agent’s initial stance as a (positive/negative) sign for the explanan-
dum’s current strength in the private BAF.
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Finally, to encourage agents to argue for a particular class (𝑦1

for the proponent and 𝑦2 for the opponent) we use the stance loss
ℒ𝑖stance = CE(Σ𝑖(B𝑖𝑡 , (𝑥,𝑦𝑖)),𝑦𝑖) to obtain the combined loss:

ℒtotal = ℒdist + (ℒ
1
FAX +ℒ1

stance) + (ℒ2
FAX +ℒ2

stance).

Deployment. After training, we deploy the learnt agents for gen-
erating FAXs. To determine the number of timesteps in each FAX,
we adopt the following strategy. We analyse cosine similarity be-
tween arguments to evaluate the information contributed in each
timestep and we model the gain in information as the average
dissimilarity of the contributed argument wrt all the previous argu-
ments. We terminate the FAX if the mean dissimilarity is less then a
small amount (which is a parameter) or when the FAX is resolved.

7 EVALUATION

In this section we lay out our approach to evaluating the realization
of our FAXs for explaining image classifiers. We use evaluation
metrics for assessing faithfulness and argumentative quality of our
FAXs. The metrics are measured on a test set 𝒯 ⊆ 𝒳 ×𝒴 , providing
ground-truths (correct classifications) for a number of inputs (we
will use concrete instances of 𝒯 in our experiments in Section 8).

We define the metrics using the same notation ℭ(𝑧) as in Sec-
tion 6 as well as notations ℭ(ℎ) to represent the codebook cor-
responding to hidden state representation ℎ (in some sequence
model) and 𝑞

𝑖(ℎ) to represent the values assigned by 𝑞
𝑖 to the

private features/arguments corresponding to ℎ (in 𝜁
𝑖 ).

The faithfulness metrics are adapted from the literature, and [23]
in particular. The first metric measures correctness of 𝑞 and of the
codebooks by measuring accuracy wrt the ground-truth in 𝒯 :

⋃︀ {(𝑥,𝑦) ∈ 𝒯 ⋃︀ 𝑞(ℭ(𝑧)) = 𝑦} ⋃︀ ⇑ ⋃︀ 𝒯 ⋃︀
The secondmetric measures completeness of𝑞 on the BAFs result-

ing from FAXs, by measuring the accuracy of 𝑞 on the codebooks
corresponding to the hidden state representations of the arguments
in these BAFs, wrt the classifier’s predictions on 𝒯 :5

⨄︀{(𝑥,𝑦) ∈ 𝒯 ⋃︀ 𝑞 (ℭ (∪𝑁𝑖=1ℎ
𝑖
𝑛)) = (𝑔 ○ 𝑓 )(𝑥)}⨄︀ ⇑ ⋃︀ 𝒯 ⋃︀

This metric gives an indication of the faithfulness to the original
classifier of 𝑞 on the output FAXs (as the loss function used during
training only strives towards faithfulness of 𝑞 on the input to FAXs).

The argumentative quality metrics are tailored to our (imple-
mentation of) FAXs. The third metric measures consensus amongst
the (two) agents, in terms of the number of resolved FAXs:

⨄︀{(𝑥,𝑦) ∈ 𝒯 ⋃︀ 𝑞𝑖(ℎ𝑖𝑛) = 𝑞 𝑗(ℎ 𝑗𝑛), 𝑗 ≠ 𝑖}⨄︀ ⇑ ⋃︀ 𝒯 ⋃︀

The fourth (and final) metric (pro persuasion rate) measures consen-
sus again, but towards the proponent agent:

⨄︀{(𝑥,𝑦) ∈ 𝒯 ⋃︀ 𝑞1(ℎ1
0) = 𝑞 𝑗(ℎ 𝑗𝑛), 𝑗 ≠ 1}⨄︀ ⇑ ⋃︀ 𝒯 ⋃︀

Given that agents are trained to disagree (see Definition 9) both ar-
gumentative metrics can be seen as estimates of the goodness of the
learnt class-specific features: high values indicate that information
is leaked across different features (arguments).

5With an abuse of notation we use𝑛 to indicate the length of every FAX obtained from
datapoints in 𝒯 , even though different FAXs will typically have different lengths.

Table 1: Accuracies of the trained classifiers

Fair Biased Random

AFHQ-ResNet-18 0.95 0.39 0.31
AFHQ-DenseNet-121 0.96 0.47 0.32

FFHQ-ResNet-18 0.88 0.58 0.47
FFHQ-DenseNet-121 0.92 0.61 0.48

8 EXPERIMENTS

We analyse FAXs on the high resolution animal and human faces
(AFHQ[10], FFHQ [20]) datasets, with twowell known architectures
ResNet-18 [16] and DenseNet121 [17] as image classifiers 𝑔 ○ 𝑓 .
We consider three settings: (i) fair, where the classifier is trained
with correct labels; (ii) biased, where the classifier is trained with
biased labels, obtained by randomly switching the labels for 10% of
the datasets, and (iii) random: where we use randomly initialised
weights for the classifiers rather than training them.

Qualitative results. Figure 3 shows some FAXs visualised as in
[23], using the approach in [6]. In all these figures, the first image is
the input, while the first and second rows correspond respectively
to 𝒜1’s and 𝒜2’s arguments. We can see that FAXs focus on dif-
ferent but semantically meaningful regions on the input images,
for both agents. In the biased setting, as previously described, we
expect some leakage of information across different class-specific
features/arguments, as observed in the figure.

Quantitative results. Table 1 gives the classifiers’ accuracy on test
sets. For the DenseNet121 classifiers, Table 2 gives the faithfulness
results in comparison with standard baselines (i.e. GradCAM [38],
DeepLIFT [40], DeepSHAP [27] and LIME [34]) and Table 3 mea-
sures the argumentative metrics in the three settings (for FAXs only,
as these metrics are not applicable to baseline methods). Further,
Table 4 measure all metrics for the esNet-18 classifiers. We observe
that completeness is high in all settings, while correctness is high
for the fair and biased settings only; this is due to completeness
reflecting FAXs behaviour wrt continuous classifier, while correct-
ness is measured wrt ground truth. As for the last two metrics, the
experiments show higher values in the biased than fair settings,
as expected, given that we expect the leak of features across code-
books due to incorrect label assignment in the former, which results
in higher consensus and easier persuasion. We can observe mixed
behaviours with random classifiers, which results in high value in
the case of overlapping features during initialisation and low in the
other case. Overall, the experiments show that for more “uncertain”
models (random), the agents cannot reach as much consensus as
for “certain” models (fair and biased) and the persuasion rate is
lower for “uncertain” models. This analysis is empowered by the
argumentative nature of our explanatory framework.

9 CONCLUSIONS

We have defined explanations for image classification as (free)
argumentative exchanges between two agents, aiming to demys-
tify trained image classifiers based on the argument contribution
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Table 2: Faithfulness properties of all considered methods on the DenseNet121 classifiers.

Methods→
Dataset ↓

Correctness Completeness

GradCAM DeepLIFT DeepSHAP LIME FAX GradCAM DeepLIFT GradSHAP LIME FAX

FFHQ-Random 0.55 0.58 0.54 0.50 0.53 0.40 0.41 0.38 0.36 0.97
FFHQ-Biased 0.35 0.37 0.39 0.50 0.91 0.34 0.36 0.40 0.48 1.00
FFHQ-Fair 0.77 0.77 0.73 0.58 0.96 0.74 0.74 0.68 0.59 0.96

AFHQ-Random 0.30 0.32 0.28 0.25 0.55 0.35 0.36 0.33 0.31 0.72
AFHQ-Biased 0.27 0.32 0.37 0.48 0.71 0.35 0.38 0.40 0.47 0.91
AFHQ-Fair 0.75 0.71 0.71 0.52 0.78 0.70 0.66 0.67 0.54 0.99

Figure 3: Arguments in FAXs (the proponent starts with the top left argument, the opponent follows with the argument below it,

etc.), for classifiers trained on FFHQ (left column) and AFHQ (right column), on fair (top row) and biased (bottom row) settings.

Table 3: Argumentative metrics for DenseNet-121 classifiers.

Fair Biased Random

AFHQ-Consensus 0.24 0.44 0.26
AFHQ-Pro persuasion rate 0.27 0.41 0.77

FFHQ-Consensus 0.42 0.54 0.09
FFHQ-Pro persuasion rate 0.33 0.50 0.38

Table 4: All metrics for ResNet-18 classifiers.

Fair Biased Random

AFHQ-Correctness 0.77 0.73 0.29
AFHQ-Completeness 0.99 0.93 0.68
AFHQ-Consensus 0.57 0.89 0.13
AFHQ-Pro persuasion rate 0.48 0.56 0.16

FFHQ-Correctness 0.65 0.45 0.51
FFHQ-Completeness 0.99 0.99 0.91
FFHQ-Consensus 0.31 0.90 0.45
FFHQ-Pro persuasion rate 0.24 0.53 0.71

strategies by the agents. Differently from standard feature attri-
bution methods generating heatmaps over responsible regions in

images, our method generates more fine-grained composition of
sub-regions, incrementally. Our work opens many opportunities
for future work. We plan to investigate whether FAXs can uncover
shortcuts in classifiers. Further, it would be valuable to collaborate
with domain experts to attribute semantic meaning to arguments,
potentially aiding alignment between human understanding and the
latent knowledge of models. Also, it would be interesting to apply
our approach in settings where quantized representation learning
is already explored, ranging from natural images to medical data
[14, 35, 43], or by targeting other (potentially more complex) archi-
tectures, e.g. transformers [44]. Methodologically, we also plan to
explore the use of object identification methods such as grounded
slot attention [24], instead of quantization, to improve the human
understandability of arguments in our FAXs. Finally, a promising
avenue for fully exploiting the capabilities of FAXs amounts to
leveraging notions from [21, 36, 46] to create hierarchical concepts,
giving FAXs with more interesting argument interactions.
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