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ABSTRACT
Value factorization is a popular paradigm for designing scalable
multi-agent reinforcement learning algorithms. However, current
factorization methods make choices without full justi�cation that
may limit their performance. For example, the theory in prior work
uses stateless (i.e., history) functions, while the practical imple-
mentations use state information—making the motivating theory a
mismatch for the implementation. Also, methods have built o�of
previous approaches, inheriting their architectures without explor-
ing other, potentially better ones. To address these concerns, we
formally analyze the theory of using the state instead of the history
in current methods—reconnecting theory and practice. We then
introduce DuelMIX, a factorization algorithm that learns distinct
per-agent utility estimators to improve performance and achieve
full expressiveness. Experiments on StarCraft II micromanagement
and Box Pushing tasks demonstrate the bene�ts of our intuitions.
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1 INTRODUCTION
Recent advancements inmulti-agent reinforcement learning (MARL)
have led to impressive results in complex cooperative tasks [2, 19,
25]. Many of these methods use centralised training with decen-
tralised execution (CTDE) [1, 3, 9, 42], which allows them to train
in a centralized fashion but still execute in a decentralized manner.

The dominant form of CTDE in value-based MARL is value fac-
torization [13, 14, 22–24, 28, 31, 33, 35, 36, 40]. These methods factor
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a (centralized) joint action value into (decentralized) per-agent util-
ities conditioned on local information. The resulting approaches
ensure the greedy action selection from each agent’s local utility
is the same as greedy action selection over the centralized value
function (i.e., the argmax over the local utilities is the same as a
joint argmax over the centralized value function)—the individual
global max (IGM) principle [30]. IGM provides decentralization and
scalability since algorithms no longer need to perform costly joint
maximization over all agents.

Earlier forms of factorization use strong constraints to ensure
IGM (e.g., linearly or monotonically combining the local utilities in
VDN [31] and QMIX [24]) which limited their expressiveness. More
recent methods such as QPLEX [35] can, in theory, represent the
full set of IGM factorizations. Despite the merits of value factoriza-
tion, there is a mismatch between the theory and practice of these
methods. In particular, the theory behind the methods assumes
history information at the local and centralized levels while most
practical implementations replace the history with the (ground
truth) state in some places. While replacing history information
with state information is tempting to exploit additional information
during centralized training, it can be unsound in partially observ-
able settings, as recently shown in the actor-critic CTDE case [10].

To address the gap between theory and practice in value factor-
ization, we extend the theory to the stateful case that combines
state and history information. We show that IGM (or Advantage-
IGM—its formalization over advantage functions) still holds for
most of the methods (VDN, QMIX, and QPLEX) but not necessarily
for the weighted version of QMIX (WQMIX) [23]. We also show
that QPLEX’s practical implementation can not represent the full
IGM function class due to the use of state information instead of
history information—losing one of its main bene�ts.

In practice, while there are many architectures that would satisfy
IGM, previous approaches made choices based on earlier work with-
out exploring other alternatives that could improve performance.
For example, unlike dueling networks, which typically learn sep-
arate history and advantage value functions at the agent level,
QPLEX learns a Q-function and assumes the V-function is a max
of it. For this reason, we introduce DuelMIX. DuelMIX maintains
separate estimators at the agent level—instead of computing them
from the agents’ Q-functions. Such a separation has been shown
to learn better value approximations, which enhance performance
and sample e�ciency in single-agent scenarios [6, 37, 41].
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Our work makes the following contributions; we:
• Formalize IGM over the centralized stateful functions used
in popular factorization algorithms.

• Analyze that the state does not introduce bias into QMIX
[24] for IGM, and QPLEX [35] for Advantage-IGM.

• Empirically show that using other sources of information
during factorization (i.e., constant and random vectors) could
lead to performances comparable or better than using the
state, contrasting the common belief that the state allows
higher performance.

• Present DuelMIX, a factorization scheme integrating dueling
networks at a per-agent level, and combining joint history-
state values in a weighted fashion to achieve full expres-
siveness. This learning stream separation leads to signi�cant
bene�ts in cooperative scenarios where optimal joint policies
often hinge on speci�c actions.

We evaluate these methods in the highly partially observable Box
Pushing (BP) scenario, where the optimal behavior is contingent
on a speci�c agent’s action [38], and StarCraft II Lite (SMACLite)
tasks [17]. Our results on BP show the bene�ts of separate value
learning, allowing DuelMIX to achieve good performance where
previous approaches fail. Moreover, SMACLite experiments show
that DuelMIX outperforms previous factorization methods and
signi�cantly improves sample e�ciency.

2 PRELIMINARIES
Wemodel our tasks as decentralized partially observableMarkov deci-
sion processes (Dec-POMDPs)[20]—a tuple hN ,S,U,)S, A ,O,)O ,Wi.
N ,S are� nite set of agents and states;U ⌘ h*8 i82N ,O ⌘ h$8 i82N
are the� nite sets of joint actions and observations, while *8 ,$8
are the individual ones. At each step, every agent 8 chooses an ac-
tion, forming the joint action u ⌘ hD8 i82N 2 U. After performing
u, the environment transitions from a state B to a new B0, follow-
ing )S : S ⇥ U ⇥ S ! [ 0, 1] ()S (B, u, B0) = Pr(B0 | B, u)), and
returning a joint reward A : S ⇥U ! R. In a partially-observable
setting, agents receive an observation o ⌘ h>8 i82N 2 O accord-
ing to )O : S ⇥ U ⇥ O ! [0, 1] ()O (u, B0, o) = Pr(o | u, B0)), and
each agent maintains a policy c8 (D8 | ⌘8 ) mapping local action-
observation histories⌘8 = (>8,0,D8,0,>8,1, . . . , >8,C) 2 �8 to actions. In
�nite-horizon tasks, we aim to� nd a joint policy c (u | h) maximiz-
ing the expected discounted episodic return Ec

⇥Õ
C W

CAC
⇤
, where

W 2 [0, 1) is the discount and hC = ho0, u0, . . . , oC i 2 H is the joint
action-observation history.

2.1 Value Factorization
In this section, we summarize the stateless theoretical framework
presented by seminal value factorization works. In Section 3, we
will discuss how most algorithms use the state during factorization.
As such,we remark the following preliminaries do not correctly re�ect
most of the published literature.

Factorization algorithms must satisfy the IGM principle (Equa-
tion (1)) [30], ensuring consistency between decentralized and cen-
tralized decision-making.

argmax
u2U

& (h, u) ⌘
 
argmax
D8 2*8

&8 (⌘8 ,D8 )
!
82N

. (1)

This consistency is key for scalability as it facilitates tractable joint
action selection by deriving it from each agent’s local utility. The
individual history-action utilities h&8 : �8 ⇥*8 ! Ri82N satisfy
IGM for a joint history-action value function & : H ⇥ U ! R
if the maximal actions over the centralized function and the local
utilities align. Several methods have been proposed, each imposing
di�erent architectural constraints to guarantee IGM during the
centralized training process. We provide concise descriptions of the
main approaches considered in our work.

AdditiveConstraint.VDN is the foundational factorizationmethod
and expresses the joint history-action value as follows [31]:

& (h, u) =
|N |’
8=1

&8 (⌘8 ,D8 ) . (2)

We note that VDN is correctly formalized in terms of stateless
functions and utilities, as it does not employ state information.
However, VDN only represents a limited set of joint functions well.

Monotonic Constraint. QMIX uses a non-linear monotonic mix-
ing network to combine agent utilities [24]:

m& (h, u)
m&8 (⌘8 ,D8 )

� 0,88 2 N . (3)

By enforcing positive weights to satisfy the constraint in Equa-
tion (3), QMIX represents a broader class of functions compared
to VDN. However, it is limited to functions that can be factored
as non-linear monotonic combinations of the agents’ utilities. Re-
cently,Weighted-QMIX (WQMIX) extended QMIXwith aweighting
mechanism, placing more importance on better joint actions [23].
Despite framing the monotonic factored value in a stateless fashion,
these methods use the state in the mixing network. This prompts
our investigation of whether the state introduces possible learning
biases, discussed later in Section 3.

Advantage-IGM. An advantage-based IGM principle equivalent to
Equation (1) has been proposed byWang et al. [35]. Given individual
utilities h&8 i82N and the joint & de�ned as:

& (h, u) = + (h) +�(h, u), &8 (⌘8 ,D8 ) = +8 (⌘8 ) +�8 (⌘8 ,D8 ), (4)

with + ,� not strictly representing the mathematical values we
typically associate with them, but their de�nition regardless of c :

+ (h) = max
u0

& (h, u0),

�(h, u) = & (h, u) �max
u0

& (h, u0),

+8 (⌘8 ) = max
D0
8

&8 (⌘8 ,D08 ),

�8 (⌘8 ,D8 ) = &8 (⌘8 ,D8 ) �max
D0
8

&8 (⌘8 ,D08 ) .

(5)

Advantage-IGM is satis�ed if the equivalence between centralized
and decentralized action selections holds over �:

argmax
u2U

�(h, u) ⌘
 
argmax
D8 2*8

�8 (⌘8 ,D8 )
!
82N

. (6)

In its original formalization using Equation (5), Equation (6) has
been shown equivalent to Equation (1) when the advantage values
are non-positive—optimal actions’ advantage must be zero, and
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non-optimal actions must have negative advantages. QPLEX [35]
builds on Advantage-IGM and decomposes the per-agent utilities
&8 (⌘8 ,D8 ) into individual+8 (⌘8 ),�8 (⌘8 ,D8 ) according to Equation (5).
In the practical implementation, such values are then conditioned
on joint information using a non-linear transformation. This mod-
ule outputs biases and positive weights h18 (h),F8 (h) > 0i82N :

+8 (h) = F8 (h)+8 (⌘8 ) + 18 (h), �8 (h,D8 ) = F8 (h)�8 (⌘8 ,D8 ) . (7)

After this transformation, QPLEX factorizes the joint history-
action value function as:

& (h, u) =
’
8

+8 (h) + _8 (h, u)�8 (h,D8 ), (8)

where h_8 (h, u) > 0i82N are weights computed with an attention
module to enhance credit assignment.1 While QPLEX achieves
higher empirical performance than previous factorization methods,
the authors claimed the transformations and _8 (h, u) coe�cients
allow QPLEX to fully represent the functions satisfying Advantage-
IGM [39]. This would be correct when using the joint history in the
factorization modules, but the actual implementation uses the state.
For this reason, in Section 3, we argue the QPLEX practical imple-
mentations are incorrect [7, 21, 26, 34] since they estimate weights
and biases as functions of the state and not of the joint history
(i.e., in practice we have h18 (B),F8 (B) > 0, _8 (B, u)i82N rather than
h18 (h),F8 (h) > 0, _8 (h, u)i82N ). Along these lines, QPLEX’s theo-
retical framework also uses stateless functions, diverging from the
actual stateful implementation. To address the theoretical mismatch,
we formalize the stateful Advantage-IGM in Section 3, and formally
analyze whether the state introduces biases also for QPLEX [35].

Additionally, we believe that QPLEX’s performance can be fur-
ther improved since: (i) the left side of Equation (8) is factored in a
simple additive fashion, and (ii) history and advantage utilities are
decomposed from every &8 (⌘8 ,D8 ) by their de�nition. These values
are not learned locally and separately by each agent as originally
proposed by dueling networks [37].

A true dueling architecture is relevant when a small subset of
actions are useful for the task, which we note commonly happens in
highly cooperative scenarios. To address these issues, we introduce
a dueling networks-based factorization architecture in Section 4.

3 STATEFUL VALUE FACTORIZATION
Practical implementations of QMIX, WQMIX, and QPLEX often use
state values in their centralized models—usually through a mixing
network—in ways that are neglected in their theoretical analysis.
For the� rst time (to our knowledge), we analyze if the theory of
these methods extends correctly to the stateful case, or whether
using state values introduces any learning bias. Such biases can
easily happen by improper uses of state in single and multi-agent
partially observable control problems as recently shown by Baisero
and Amato [4], Lyu et al. [10]. We begin by adjusting the notation
of centralized value models that use state, e�ectively resulting in
history-state values & (h, B ,u). Given that consistent history and
history-state values are related by:

& (h, u) = EB |h [& (h, B ,u)] ,

1Both the transformation and the attention module use positive weights to main-
tain action selection consistency over the advantage values. Naturally, this positivity
enforces monotonicity in the advantage factorization.

we correctly reformulate the IGMprinciple in amarginalized history-
state form as follows:

Proposition 3.1 (History-State IGM). For a joint& : H ⇥S⇥U!
R and individuals h&8 : �8 ⇥*8 ! Ri82N s.t. the following holds:

argmax
u2U

EB |h [& (h, B ,u)] ⌘
 
argmax
D8 2*8

&8 (⌘8 ,D8 )
!
82N

, (9)

h&8 (⌘8 ,D8 )i82N are said to satisfy History-State IGM for & (h, B ,u).

3.1 Role of the State in QMIX
The question now becomes whether the mixing model of QMIX
(State-QMIX ) satis�es the History-State IGM principle. We catego-
rize the QMIX variants in terms of which auxiliary input is provided
to the mixing hyper-network in addition to the individual agent
utilities. In that regard, QMIX [24] is originally formalized directly
in a state variant, while the IGM principle is formalized without
any sort of auxiliary information. This discrepancy is not directly
addressed, and may potentially undermine the validity of the theo-
retical guarantees for the practical implementation. In the following,
we formalize these two possible variants of QMIX.

3.1.1 Plain-QMIX. The Plain-QMIX variant is a direct implemen-
tation of the IGM principle, with no auxiliary information provided
to set the hyper-network weights. This variant uses a mixing net-
work to combine the per-agent utilities h&8 (⌘8 ,D8 )i82N into a joint
history-action value function:

& (h, u) = 5 (&1 (⌘1,D8 ), . . . ,&= (⌘=,D=)),
that satis�es monotonic constraints between the joint & and the
individual &8 . This variant trivially satis�es the IGM principle.

3.1.2 State-QMIX. The State-QMIX variant uses ground truth state
information to set the hyper-network weights, and it is the main
variant proposed in its respective paper (see Figure 6 in Appendix A
[12]).2 This variant uses a mixing hyper-network to combine the
per-agent utilities h&8 (⌘8 ,D8 )i82N and the ground truth state into
a joint history-action value function:

& (h, B ,u) = 5 (&1 (⌘1,D8 ), . . . ,&= (⌘=,D=), B),
that satis�es monotonic constraints between the joint & and the
individual &8 . The original work by Rashid et al. [24] performs an
empirical evaluation concerning the role of the state. However, it
does not formally demonstrate that a stateful mixing model still
satis�es the stateless IGM principle.

Given QMIX’s hyper-network architecture and the way the state
is used, the monotonicity constraint of Equation (3) holds for every
state even for history-state values, resulting in a non-marginalized
version of History-State IGM:

argmax
u2U

& (h, B ,u) ⌘
 
argmax
D8 2*8

&8 (⌘8 ,D8 )
!
82N

. (10)

Notably, Equation (10) is distinct from Equation (9) in ways
that may have problematic or even catastrophic consequences in
partially observable control, e.g., the maximal action of a centralized
history-state value corresponds to the optimal joint action under full
observability, and not necessarily the optimal joint action for a team

2The supplementary material is available in Marchesini et al. [12]
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of partially observable agents. Fortuitously, despite the misleading
formalization of the stateless IGM in the QMIX work [24], we
con�rm that the architectural constraints of QMIX’s architecture
restrict the centralizedmodel in suchways that fundamentally avoid
this issue altogether; a formal proof is provided in Appendix B [12].

Proposition 3.2 (QMIX State Bias). A stateful implementation of
QMIX does not introduce any additional state-induced bias compared
to a stateless implementation.

Role of the State in WQMIX. WQMIX [23] is an extension of
QMIX that generalizes the representation space of QMIX models by
applying a loss weighting scheme. The authors provide a theoretical
analysis that proves correctness, unbiasedness, and the ability of
their centralized models to act as universal function approximators.
Their analysis is already framed in the context of stateful values
that are relevant to our work. However, it is also limited by the
further assumption that the agents have full observability of the
state to begin with; a signi�cant discrepancy compared to their
proposed methods in practice. To the best of our knowledge, there
is yet no extension of their analysis that holds without the full
observability assumption. Further, the methods that we have used
to prove the unbiasedness of both QMIX and, following, QPLEX do
not similarly hold for WQMIX.

3.2 Role of the State in QPLEX
The analysis for QPLEX follows a similar structure to that for QMIX.
We begin by adjusting the model notation by replacing the joint
history in the weights and biases estimated by the transformation
and mixing modules with the state as used in the actual implemen-
tations [7, 21, 34].

We categorize the QPLEX variants in terms of the inputs to the
weight, bias, and attentionmodels. In that regard, the derivation and
implementation of QPLEX [35] di�er in ways that undermine the
validity of the theoretical guarantees for the practical implementa-
tion. In the following subsections, we formalize each variant clearly,
highlighting the di�erences. The history variant corresponds to the
theoretical formalization of QPLEX, the state variant corresponds
to its practical implementation, and the history-state variant is our
attempt at bridging the gap between theory and practice.

3.2.1 History-QPLEX. History-QPLEX corresponds to the theoret-
ical stateless formulation derived in the corresponding paper. It
decomposes the per-agent utilities h&8 (⌘8 ,D8 )i82N into individual
values h+8 (⌘8 )i82N and advantages h�8 (⌘8 ,D8 )i82N according to:

+8 (⌘8 ) = max
D0
8

&8 (⌘8 ,D08 ),

�8 (⌘8 ,D8 ) = &8 (⌘8 ,D8 ) �max
D0
8

&8 (⌘8 ,D08 ).
(11)

Such values are then conditioned on the joint history using a
monotonic transformation taking as input the joint history h and
outputting biases and positive weights h18 (h),F8 (h) > 0i82N :

+8 (h) = F8 (h)+8 (⌘8 ) + 18 (h), �8 (h,D8 ) = F8 (h)�8 (⌘8 ,D8 ) . (12)

After this transformation, History-QPLEX factorizes the joint
value function as:

& (h, u) =
’
8

+8 (h) + _8 (h, u)�8 (h,D8 ), (13)

where h_8 (h, u) > 0i82N are weights computed with an attention
module to enhance credit assignment. Both the transformation
and the attention module use positive weights to maintain action
selection consistency over the advantage values. Naturally, this
positivity enforces monotonicity in the advantage factorization.

3.2.2 State-QPLEX. State-QPLEX corresponds to the stateful prac-
tical implementation used in the empirical evaluation in the cor-
responding paper (see Figure 7 in Appendix A [12]). The main
di�erence compared to History-QPLEX is that the transformation
and attention modules replace the joint history for the underlying
ground truth state.

State-QPLEX decomposes the per-agent utilities h&8 (⌘8 ,D8 )i82N
into individual values h+8 (⌘8 )i82N and advantages h�8 (⌘8 ,D8 )i82N
as Equation (11). Such values are then conditioned on the ground
truth state using a monotonic transformation. This module takes as
input the state B and outputs biases and positiveweights h18 (B),F8 (B) >
0i82N :

+8 (⌘8 , B) = F8 (B)+8 (⌘8 ) + 18 (B),
�8 (⌘8 , B,D8 ) = F8 (B)�8 (⌘8 ,D8 ) .

(14)

After this transformation, State-QPLEX factorizes the joint value
function as:

& (h, B ,u) =
’
8

+8 (⌘8 , B) + _8 (B, u)�8 (⌘8 , B,D8 ), (15)

where h_8 (B, u) > 0i82N are weights computed with an attention
module to enhance credit assignment. Note that the joint value
function is now also a function of state, due to the dependence
on the stateful transformation and attention modules. We argue
that these state-based implementations do not result in full IGM
expressiveness. The advantage stream of QPLEX is composed by
a monotonic combination of individual state-history advantage
utilities (with the same expressiveness of monotonic factorization)
and an additive combination of local state-history utilities. The two
streams (i.e., + , �) would require feeding joint history information
in a non-linear mixer to achieve full expressiveness.

3.2.3 History-State-QPLEX. History-State-QPLEX is our proposed
attempt at unifying the stateless theoretical derivation with the
stateful practical implementation. The main di�erence compared to
previous variants is that the transformation and attention modules
employ both the joint history and the underlying ground truth state.

This method decomposes the per-agent utilities h&8 (⌘8 ,D8 )i82N
into individual values h+8 (⌘8 )i82N and advantages h�8 (⌘8 ,D8 )i82N
as Equation (11). Such values are then conditioned on the joint
history and the ground truth state using a monotonic transforma-
tion. This module takes as input the joint history h and state B and
outputs biases and positive weights h18 (h, B),F8 (h, B) > 0i82N :

+8 (h, B) = F8 (h, B)+8 (⌘8 ) + 18 (h, B), (16)
�8 (h, B,D8 ) = F8 (h, B)�8 (⌘8 ,D8 ) . (17)

After this transformation, History-State-QPLEX factorizes the
joint value function as:

& (h, B ,u) =
’
8

+8 (h, B) + _8 (h, B ,u)�8 (h, B,D8 ), (18)

where h_8 (h, B ,u) > 0i82N are weights computed with an attention
module to enhance credit assignment. As in the previous case, the
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joint value function is now also a function of state, due to the
dependence on the stateful transformation and attention modules.

Regarding the potential learning bias introduced by using the
state, the architectural constraints of QPLEX have to guarantee
the History-State Advantage-IGM principle, which is again distinct
from the respective stateless formulation of Equation (6) in ways
that may negatively impact partially observable control.

Nonetheless, as in the case of QMIX, we can show that the QPLEX
models prohibit the state from informing the action-selection pro-
cess; a formal proof is provided in Appendix B [12].

Proposition 3.3 (QPLEX State Bias). A stateful implementation of
QPLEX does not introduce any additional state-induced bias compared
to a stateless implementation.

4 DUELMIX
To overcome the implementation drawbacks of previous factoriza-
tion algorithms, we present a novel factorization scheme, DuelMIX.

Our approach leverages the dueling networks estimator at a
per-agent level and introduces a weighted mixing mechanism that
estimates a joint history value. Following our intuitions on stateful
factorization, we introduce DuelMIX using stateful functions.

4.1 Algorithm
The overall architecture of DuelMIX is detailed in the following
sections. In particular, Figure 1 shows the overall architecture of
DuelMIX, which is composed of the following modules:

Agent Dueling Utility (yellow). Each agent 8 2 N employs a
recurrent&-network taking its previous hidden state⌘C�18 , previous
action DC�18 , and current observation >C8 as input to ensure decen-
tralized execution. In contrast to previous factorization methods
that produce a local utility &8 (⌘8 ,D8 ) through a single-stream esti-
mator, DuelMIX utilizes two separate streams and outputs history
and advantage utilities, denoted as +8 (⌘8 ) and �8 (⌘8 ,D8 ), respec-
tively. Crucially, building upon the insights of Wang et al. [37],
each centralized update in�uences the +8 stream, enhancing the
approximation of the history value. In single-agent scenarios, en-
hancing the approximation of value functions has led to higher
performance and sample e�ciency [11, 15, 16, 37], and also proves
to be particularly advantageous in cooperative tasks. In these tasks,
the optimal joint policy often hinges on speci�c actions taken in par-
ticular histories (as demonstrated in the Box Pushing experiments
of Section 5). Simultaneously, advantage utilities are employed for
decentralized action selection, such as with an n-greedy policy. In
particular, the advantage stream outputs:

�8 (⌘8 , ·)� max
D8

�8 (⌘8 ,D8 ),

forcing advantages to be zero for the chosen action and non-positive
( 0) for the others (which becomes necessary when transforming
the advantage values with positive weights).

Transformation (green). DuelMIX incorporates the transforma-
tion network used by Qatten and QPLEX. In detail, the transforma-
tion network combines local utilities h+8 (⌘8 ),�8 (⌘8 ,D8 )i82N with
state information h+8 (⌘8 , B),�8 (⌘8 , B ,u)i82N . This module consists
of a multi-layer perceptron (MLP) taking the state B as input and

outputs a set of biases and positive weights h18 (B),F8 (B) > 0i82N .
These weights and biases transform the local utilities as in Equa-
tion (11). Unlike QPLEX, the DuelMIX transformation module trans-
forms the +8 (⌘8 ),�8 (⌘8 ,D8 ) learned by the agent, instead of being
obtained by decomposition from &8 (⌘8 ,D8 ) following their optimal
de�nition as in Equation (4).

Mixing (blue). The centralized mixing network employed by Du-
elMIX uses a similar multi-head attention mechanism as in QPLEX
to estimate positive importance weights h_8 (h, B ,u) > 0i82N . In
contrast to QPLEX, we feed joint history information in the atten-
tion module, allowing DuelMIX to have full expressiveness over the
class of functions satisfying IGM. In particular, these _8 weights are
positive to maintain action-selection consistency, and are combined
with the per-agent transformed advantages, yielding the stateful
joint advantage value:

�(h, B ,u) =
|N |’
8

_8 (h, B ,u)�8 (⌘8 , B,D8 ) . (19)

In contrast to prior works, we use an MLP taking as input the
transformed history utilities and the state to estimate weights
hF 0

8 (h, B)i82N that are used to factorize the joint history value as:

+ (h, B) =
|N |’
8

F 0
8 (h, B)+8 (⌘8 , B) . (20)

Unlike the positive weights in the joint advantage factorization, our
design of F 0

8 (h, B) can assume arbitrary values since + (h, B) does
not in�uence the action-selection process.3

The joint history-state-action value driving the centralized learn-
ing process then follows by de�nition:

& (h, B ,u) = + (h, B) +�(h, B ,u) . (21)

Given the nature of factorization methods based on Deep Q-
Networks [18], DuelMIX is trained end-to-end to minimize the
mean squared error loss:

!(⇥) = 1
|1 |

|1 |’
8=1

⇥
(~ �&⇥ (h, B ,u))2

⇤
,

~ = A + W&⇥0 (h0, B0, u0),
(22)

where u0 = hD08 = argmaxD0
8
&8 (⌘08 ,D

0
8 )i82N ,⇥ represents theweights

of the entire DuelMIX network (⇥0 are the parameters of a target
network [32]), and 1 is a batch of transitions sampled from a replay
bu�er. Given the nature of our architecture, DuelMIX shares the
same limitations as related value factorization works (e.g., having
a simulator for centralized training, where it is possible to get the
state of the environment and communicate between agents).

4.2 Representational Complexity
The positive weights in DuelMIX, the non-positive advantage utili-
ties, and the joint history used to estimate _8 (h, B ,u),F 0

8 (h, B), en-
able our method to satisfy IGM and achieve full expressiveness. A
formal proof is provided in Appendix C [12].

3We explored di�erent variations in designing the centralized history value stream
of DuelMIX, with Equation (20) yielding the best overall performance.
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Figure 1: DuelMIX architecture: (i) agent dueling utility network structure (yellow); (ii) transformation module (green); (iii)
mixing network architecture.

Proposition 4.1. The function class that DuelMIX can realize, pro-
jected on EB |h [& (h, B ,u)], is equivalent to what is induced by History-
State IGM (Proposition 3.1).

Role of the State in DuelMIX.We conclude our analysis of Du-
elMIX by including a result analogous to those in Section 3, on
the bias that may be introduced by potentially improper use of
stateful models. As in the case of both QMIX and QPLEX, we are
able to determine the following proposition, whose formal proof is
provided in Appendix B [12].

Proposition 4.2 (DuelMIX State Bias). A stateful implementation
of DuelMIX does not introduce any additional state-induced bias
compared to a stateless implementation.

5 EXPERIMENTS
This section presents a comprehensive evaluation of the perfor-
mance of DuelMIX in comparison to existing factorization methods,
namely VDN [31], QMIX [24], Qatten [39], and QPLEX [35].4

Our experiments address the following key questions: (i) Does
the agent’s dueling utility network learn a more e�ective representa-
tion of the state value? (ii) Does DuelMIX exhibit better performance
over previous algorithms? (iii) Is the state crucial for performance in
value factorization? To answer these questions, we conduct experi-
ments using the well-known Box Pushing task [27] and standard
micromanagement tasks based on Starcraft II [17].

5.1 Implementation Details
Data collection is performed on Xeon E5-2650 CPU nodes with
64GB of RAM, using existing implementations for the baselines
[24, 31, 35, 39]. Hyperparameters are in Appendix D [12] and we
report the average return smoothed over the last ten episodes of ten
runs per method. Shaded regions represent the standard error. This
number of independent trials surpasses the typical 3-5 runs used
in previous works [24, 31, 35, 39]. Considering the computational
resources used for our experiments, Appendix E [12] addresses our
strategy to o�set estimated CO2 emissions.

4We use QMIX over WQMIX as it achieved comparable performance when�ne-
tuned while being less computationally demanding [8].

5.2 Environments
To demonstrate the bene�ts of learning per-agent separate utilities,
we consider the BP task [27] with a grid size of 30 (BP-30). In this
Dec-POMDP task, two agents must collaborate to move a large
box to the goal. Notably, agents can individually push small boxes,
while moving the large box requires synchronized e�ort. Agents
have very limited visibility observing only the cell in front of them,
making high-dimensional scenarios considerably challenging.

We also test in the SMACLite decentralized micromanagement
tasks [17]. SMAC is the standard benchmark for evaluating factorization-
based MARL algorithms and SMACLite signi�cantly reduces com-
putational requirementswhilemaintaining comparable performance
to the original version [25].5 We consider seven di�erent setups,
including two unsolved super-hard tasks proposed by Wang et al.
[35] to show the superior performance of DuelMIX. We refer to
Appendix F [12] for a more detailed discussion of these scenarios.

Figure 2 shows a representative game view of Box Pushing on
the left, and SMACLite on the right.

5.3 Results
5.3.1 Box Pushing. This challenging Dec-POMDP task allows us
to visualize howmuch importance the dueling utility network gives
to the input features. Figure 3 shows results for stateful factoriza-
tion algorithms. Overall, previous methods learn very sub-optimal

Figure 2: Representative overview of the SMACLite 7sz task
(left) and Box Pushing (right).

5SMACLite trained policies have comparable results in the SMAC scenarios [17].
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policies, where both agents roam around in the grid for a few steps,
before one of them successfully pushes a small box to the goal.
DuelMIX learns a more e�ective policy that enables the two agents
to navigate directly to small boxes and push them simultaneously
to the goal. This con�rms DuelMIX’s capability to achieve higher
returns in challenging scenarios.

5.3.2 State Stream Representation. We show the saliency maps of
Simonyan et al. [29], employing the Jacobian of the trained network,
which allows us to visualize salient parts of the input as seen by the
model’s weights, showing which input features are more relevant
for the weights. For clarity, this requires re-training our policies in
a fully observable setup, where agents take as input their positions,
their orientations as a one-hot encoding, and the position of the
boxes.6 It is thus possible to plot the “importance" that the state
value stream of DuelMIX and QPLEX gives at each input. The idea
is to show that DuelMIX’s state value stream gives signi�cantly
less importance to entities that are not relevant to achieving a good
payo�, while QPLEX’s state value is not able to do so. Figure 4
overlaps the saliency map onto a reduced-size BP view. Blue cells
indicate the features (cells) are not relevant to the agent so they will
not a�ect its decisions relevantly. In contrast, green cells indicate
the agent gives high importance to those features. So we would like
to see our policies giving more importance (i.e., green) to the only
cells leading to a positive reward. We show the average normalized

Figure 3: Learning curves for the stateful algorithms in BP.

Figure 4: Saliency map of DuelMIX (left) and QPLEX (right)
left agent’s state value with respect to the initial state.

6Previous runs only observe the cell in front of the agents, which does not provide
useful visual information.

importance that DuelMIX’s value (left) and QPLEX’s one (right)
give to the input features at the� rst step in the environment for the
agent on the left. Crucially, we obtained similar results at di�erent
steps, showing DuelMIX’s state value stream gives signi�cantly
higher importance to features that are relevant for achieving high
returns (high-valued features in green are agents’ positions and the
nearby boxes while the others have inferior value and marked in
blue). In contrast, QPLEX almost equally balances the importance
of all the input features (i.e., all the values are similar), which could
be detrimental to training.

5.3.3 SMACLite. Figure 5 illustrates the results of our evaluation
in SMACLite environments. Notably, DuelMIX achieves the highest
average return across most tasks, demonstrating superior perfor-
mance. Moreover, DuelMIX exhibits improved sample e�ciency,
especially in easy and hard environments, learning behaviors with
higher payo�s in fewer steps. In contrast, the limited expressive-
ness of VDN is known to struggle in complex domains. Qatten also
achieved low performance. This is potentially related to the dis-
crepancy between the centralized joint history-state-action value
function and the Qatten formalization, which has been addressed
by QPLEX. The latter achieved the highest overall performance
among the factorization baselines, due to the bene�ts of building
upon Advantage-IGM. Moreover, it is interesting to note QMIX’s
competitive performance over the more advanced QPLEX. These
results further con�rm the intuitions of Hu et al. [8], which showed
QMIX signi�cantly bene�ts from appropriate�ne-tuning.

5.4 In�uence of the State on Performance
We explore the performance of using di�erent centralized informa-
tion during factorization. Injecting the state in themixer has become
a standard de facto, but its use can not be supported by the theory.
We investigate the performance of factorization algorithms (except
VDN, which does not use the state) on representative SMACLite
tasks. Following our stateful analysis in Section 3, the state infor-
mation gets marginalized so it is not clear that any information is
actually being used from it. In both scenarios, the impact of weights
and biases outputted by the factorization modules introduce noise
in the joint estimation with the result of increasing exploration
and, potentially, robustness. As such, we expect di�erent sources of
centralized information to work well with factorization algorithms.

Table 1 presents the results, employing two types of centralized
information in place of the state (B): (i) uniform random noise 2
[0, 1.0] (A ), and (ii) a constant vector (2).

In particular, uniform random noise hasmaximum entropy, while
the constant vector carries no information. These experiments use
the same hyperparameters of the previous evaluation. Interestingly,
when using random noise, di�erent methods result in di�erent
behaviors. QMIX is a�ected detrimentally, and its performance
is signi�cantly lower than that of its stateful version. The perfor-
mance of Qatten remains similar in most scenarios. QPLEX achieves
comparable performance in 5s10z while being a�ected slightly neg-
atively in the other two tasks. While behaving similarly to QPLEX
in the latter tasks, DuelMIX with random noise achieves higher
performance in 5s10z. Moreover, the performance gap between the
constant and the random cases is negligible for DuelMIX, which
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Figure 5: Average return during training for stateful factor-
ization algorithms in SMACLite maps.

achieves superior performance in 5s10z. The only major di�erence
is that QPLEX outperforms its stateful version in the same task.

5.4.1 Fine-tuning. Additional� ne-tuning experiments in Table 2
reveal that using these di�erent centralized information results
in comparable or superior performance over the stateful choice,
emphasizing the importance of our empirical investigation. We
performed our initial grid search to� ne-tune random noise and
constant vector-based factorization methods. Table 2 shows the
positive outcomes of these experiments in 5s10z. The� ne-tuned
QMIX achieves signi�cantly higher performance than its non-�ne-
tuned counterpart. Moreover, the� ne-tuned QPLEX with random
noise and constant vector outperforms both its stateful version and
its non-tuned runs. The average return during training for these
additional experiments is in Appendix G [12].

6 CONCLUSIONS
This work addressed an important gap in the theoretical and practi-
cal underpinnings of value function factorization. We analyzed the

Table 1: Average convergence return when using centralized
state (s), random noise (r), or constant vector (c).

3s5z_vs_3s6z 5s10z 7sz

QMIX s 16.0 ± 2.7 15.8 ± 0.4 16.7 ± 1.9
r 12.4 ± 0.9 9.2 ± 0.8 12.7 ± 0.3
c 11.4 ± 0.9 8.0 ± 0.2 12.0 ± 0.6

Qatten s 12.2 ± 0.4 16.5 ± 1.7 10.7 ± 0.8
r 11.8 ± 1.1 12.0 ± 0.6 11.3 ± 0.5
c 11.7 ± 1.1 11.9 ± 0.3 11.2 ± 0.5

QPLEX s 17.4 ± 2.7 16.4 ± 2.4 16.3 ± 3.2
r 13.9 ± 1.2 16.4 ± 0.6 14.1 ± 0.8
c 14.4 ± 1.2 17.1 ± 0.3 12.5 ± 1.0

DuelMIX s 18.6 ± 0.8 19.0 ± 0.7 19.1 ± 0.4
r 17.2 ± 1.5 19.3 ± 0.5 17.5 ± 1.3
c 17.0 ± 1.1 19.2 ± 0.7 17.9 ± 1.3

Table 2: Average return for� ne-tuned QPLEX and QMIXwith
(r, c) vector information.

(�ne-tuned #) 5s10z

QMIX s 15.8 ± 0.4
r 14.5 ± 1.4
c 14.7 ± 0.1

QPLEX s 16.2 ± 2.1
r 18.0 ± 0.6
c 18.3 ± 0.8

relationship between theoretical frameworks and practical imple-
mentations and proposed a novel e�cient factorization algorithm.

From a theoretical standpoint, we formally analyze the mismatch
between the stateless theoretical framework presented in prior
research and the actual stateful algorithms. Our experiments further
questioned the conventional use of the state during the factorization
process. Contrary to common practice, where the state is employed
as centralized information, our results suggest there could be better
solutions. In particular, even simplistic forms of centralized random
noise or zero vectors, exhibit comparable or superior performance
compared to stateful algorithms in certain scenarios.

On the practical front, we introduced DuelMIX, a factorization
scheme designed to learn more general and distinct per-agent util-
ity estimators. Furthermore, DuelMIX combines history values in
a weighted manner to re�ne the estimation of the joint history
value. Experiments on StarCraft II micromanagement and complex
coordination tasks demonstrate the bene�ts of our intuitions.

Our empirical insights not only contribute signi�cantly to the
current understanding of MARL but also lay a principled foundation
for future research in this domain.
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