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ABSTRACT
We study interpersonal trust by means of the all-or-nothing public

goods game between agents on a network. The agents are endowed

with the simple yet adaptive learning rule, exponential moving av-
erage, by which they estimate the behavior of their neighbors in

the network. Theoretically we show that in the long-time limit

this multi-agent reinforcement learning process always eventually

results in indefinite contribution to the public good or indefinite

defection (no agent contributing to the public good). However, by

simulation of the pre-limit behavior, we see that on complex net-

work structures there may be mixed states in which the process

seems to stabilize before actual convergence to states in which

agent beliefs and actions are all the same. In these metastable states

the local network characteristics can determine whether agents

have high or low trust in their neighbors. More generally it is found

that more dense networks result in lower rates of contribution

to the public good. This has implications for how one can spread

global contribution toward a public good by enabling smaller local

interactions.
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1 INTRODUCTION
Interpersonal trust is important to the healthy functioning of soci-

eties. When trust is in abundance this enables interaction in the ab-

sence of costly contracts, monitoring and policing. In this paper we

study interpersonal trust as it may be learned by agents in a group

setting. To do this we use the public goods game [3, 5, 10, 14, 27, 31–

35] in the context of agents who learn based on experience. We

study the impact of group size and the effect of complex network

structure.

The public goods game consists of a group of players who must

decide whether or not pay for a public good. Traditionally, the

benefit to all players is proportional to the number of players who

decide to contribute (or cooperate). Contribution to the public good
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however, comes at a cost. A selfish agent maximizes their reward by

not contributing as long as the others do. In this paper we consider

an all-or-nothing version in which the benefit is only rewarded

when all players pay the cost.

We are motivated by situations in real life in which each par-

ticipant has a veto power. Consider for instance the sharing of a

water source, if all involved handle it with care and avoid pollution

it remains useful. However, if even one firm pollutes the source,

this ruins the situation for all others. Indeed, a threshold public

goods game is well suited to the modeling of such an ecological

conundrum [3, 10, 34]. Another example is slightly reversed though

still applicable: Choosing a competitive or a collusive price, can be

conceived of as a public goods game. If all players set the collusive

price, the ‘public good’ is attained (from the perspective of the firms,

for society this is not good at all). However, if but one firm sets the

competitive price, the party is ruined for everyone else as they reap

the profits of the greatest market share.

In the following sections we provide a non-exhaustive review of

the literature on the public goods game. We focus on: all-or-nothing

versions, evolutionary approaches, spatial (networked) versions,

and experience based agent learning.

1.1 Literature: General
Evolutionary dynamics are a prominent tool for scholars study-

ing the evolution of cooperation in social dilemmas. The public

goods game is no exception as evidenced by the amount of work in

which this is the case (see for example [14, 27, 31–33, 35]). In the

evolutionary setting players get rewards for their performance in

the game in the form of fitness. Players with a greater fitness are

more likely to pass their strategy on to progeny. In these studies

long-term stable strategies are identified by means of Monte Carlo

simulation or by reducing the system to the replicator equation.

In the spatial version of the public goods games players are

modeled as vertices on a graph and the interactions are defined by

connections in the graph. In particular it is common to draw the

group of agents for a game by considering the neighborhood of a

randomly drawn player. Common network topologies used in the

study of the spatial evolutionary public goods game include the

torus [14, 16, 36] and grids [32, 33]. There has also been work done

on evolutionary dynamics of the public goods game on complex

networks [7, 12, 27].

The effect of group size on the possibility of cooperation in

the public goods game is an ongoing debate with findings in both

empirical and theoretical lines of research going both ways. The

interested reader is referred to [2, 13, 18] for a positive influence

of group size on cooperation, and [23, 37] for negligible and some-

times even negative effect in empirical research). In theoretical
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research, Suzuki and Akiyama [31], for example, show that in the

context of evolutionary dynamics well-mixed population including

a reputation mechanism, the level of cooperation decreases as the

group size increases. In contrast, Szolnoki and Perc [33] show that

on grids, larger groups lead to more cooperation up to an optimal

group size, after which the level of cooperation decreases again.

1.2 Literature: All-or-nothing, and learning
Contribution by all players may be required to avoid disaster, and

so we believe the all-or-nothing version of the public goods game to

be an important object of study. However, there is not an abundance

of literature on this topic. Studying agents that learn and adapt

their behavior based on experience is relatively well established

for fully-mixed populations (see for example [20, 28–30] or [15]

for two-player experience based learning). Yet applying experience

based learning to agents on a network is still a growing field (see for

instance [1, 5]). As such we now present some the work that relates

to these two topics: all-or-nothing public goods, and experience

based learning.

Mailath and Postlewaite [17], and more recently Bierbrauer and

Winkelman [4] study the all-or-nothing version of the public goods

game from a mechanism design perspective. Mailath and Postle-

waite [17] show that for a single public good in which all players

have a veto power, as the group size grows, the probability of real-

izing the public good goes to zero. Bierbrauer and Winkelman [4]

on the other hand show that if players instead vote on a bundle

of public goods, the probability of realizing the public good stays

positive dependent on the capacity (size of the bundle).

Szolnoki and Perc [32] consider a version of the game which

includes the all-or-nothing version as a special case. In particular

they study the effect of a ‘critical mass’ (minimum level of contri-

bution from the group as a whole) required for the benefit to be

realised in the spatial evolutionary public goods game on a grid.

They find that there is an optimal critical mass yielding a maximum

level of cooperation.

Bladon and Galla [5] study the dynamics of the public goods

game with agents (on a ring-and-hub graph) who use batch learn-

ing.They find that increasing the degree of the hub player (con-

nected to all others on the ring) increases their propensity to de-

fect. There are studies that consider experience based learning for

agents in the coordination game [1, 20, 21]. In particular the agents

in [1, 21] use Q-learning to coordinate opinions with their neigh-

bors on random geometric graphs. Meanwhile in [20] agents on a

fully connected graph use exponential moving average with a con-

stant learning rate to coordinate in pairwise interactions. In both

of these learning methodologies the long-term dynamics exhibit

convergence to one strategy (full coordination).

1.3 Research gap and contributions
The advancement of computing technology makes it possible to

study a population of sophisticated agents who learn based on past

experiences in games. By the nature of social interactions we are

motivated to study these on networks of ‘interesting’ topologies. As

such in this paper we aim to address this research gap by studying

the all-or-nothing public goods game with experience based agent

learning for a population on complex networks.

We contribute to multi-agent learning on networks by our the-

oretical finding that any connected network of agents using the

exponential moving average learning rule eventually converges

to a single pure strategy. We do this without a separation of time

scales which is often used to remove the stochasticity and thereby

simplify the analysis (and may result in other dynamics, see [6, 28–

30]). This contributes to understanding dynamics of interacting

agents who learn in network environments beyond the calculation

of the expected dynamics.

We also contribute to the understanding of stability of contri-

bution in the public goods game on a network. In particular we

show how network properties such as average degree, and network

density effect which pure strategy the dynamics converge to. Addi-

tionally, we show that on the intermediate time scale, the dynamics

may exhibit metastable states in which local network properties

strongly influence the behavior of the agents. This highlights the

negative effect of interaction size on the likelihood of contribut-

ing also in the context of multi-agent learning from experience.

We also illustrate that this metastable behavior emerges with net-

work heterogeneity by comparing the dynamics on the random

geometric network to those on regular networks (which exhibit

fast convergence to steady state).

Our results suggest that to foster contribution on a large scale,

it may help to identify local groups where cooperation can yield

intermediate benefits. Threading these local groups together with-

out increasing the size of the interaction then might allow this

cooperation to spread.

2 THE MODEL
First we introduce the base game as if it were a one shot game. Then

we define more formally the repeated and population version.

2.1 Base game
The all-or-nothing public goods game consists of 𝑘 ∈ N players

acting simultaneously. These players choose whether to contribute

(𝐶) or defect (𝐷). Before making their choice each player 𝑖 observes

a private random variable 𝜆𝑖 ∈ R which is the payoff they would

receive if they and all other players contribute to the public good.

For convenience we define the generic random variable such that

each 𝜆𝑖 is distributed as the generic 𝜆 ∈ R.
The players are not aware of the actions of other players until

after all decisions have been made, and they are also not privy to

the possible reward obtained by other players (𝜆 𝑗 for 𝑗 ≠ 𝑖). Players

that defect (play 𝐷) obtain a payoff of 1 regardless of the actions

of other players. If all players contribute (𝐶), then each player 𝑖 for

𝑖 ∈ {1, . . . , 𝑘} obtains the reward 𝜆𝑖 . Players that contribute while
at least one player did not contribute, obtain reward 0.

2.2 Population model of the all-or-nothing
public goods game

We model a population of 𝑁 ∈ N agents who interact in groups

𝐾𝑡 of size 𝑘𝑡 ∈ N≤𝑁 at time steps 𝑡 ∈ N. At each time step each

agent 𝑖 in the group 𝐾𝑡 observes a random variable
1
(drawn iid)

1
The idea of each agent observing a randomly drawn utility from the awarded public

good is not common yet also not novel. In particular a similar approach is taken

in [4, 17] for the context of mechanism design. In the context of population dynamics
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𝜆𝑖 (𝑡) ∈ R which determines the size of their gain if the public

good is achieved. The agent starts with an endowment of 1 and

is required to choose whether or not to contribute 1 to the public

good. For each agent 𝑖 ∈ 𝐾𝑡 we define their action at time 𝑡 :

𝐴𝑖 (𝑡) =
{
𝐶, if they contribute

𝐷, if they defect.

(1)

Subsequently the agent payoff 𝜋𝑐 (𝑡) defined for taking the con-

tribute action in round 𝑡 ∈ N is
2
:

𝜋𝑐 (𝑡) =
{
𝜆𝑖 (𝑡), if

∑
𝑗∈𝐾𝑡

1{𝐴 𝑗 (𝑡 )=𝐶 } = 𝑘,

0, else.
(2)

The payoff for taking the defect action is identically one: 𝜋𝑑 (𝑡) = 1.

2.3 Agent belief
Each agent 𝑖 ∈ [1, . . . , 𝑁 ] holds a belief on the probability that a

random other agent will contribute to the public good 𝑥𝑖 (𝑡) (initial-
ized independently for each agent 𝑥𝑖 (0) ∼ U[0, 1],∀𝑖). For those
agents 𝑖 ∈ 𝐾𝑡 drawn to play the game at time 𝑡 the belief update

follows exponential moving average with fixed learning step size

𝛼 :

𝑥𝑖 (𝑡 + 1) = 𝑥𝑖 (𝑡) (1 − 𝛼) + 𝛼
(∑

𝑗∈𝐾𝑡 \𝑖 1{𝐴 𝑗 (𝑡 )=𝐶 }
𝑘𝑡 − 1

)
. (3)

Agents who were not chosen to interact simply retain their most

recent belief. The exponential moving average rule has been studied

in the context of two-player games in a series of papers authored

by Sato, Akiyama, Farmer, and Crutchfield in various configura-

tions [28–30]. These studies however, make use of a separation

of time scales under which the random dynamics converge to the

expected dynamics. We study the random dynamics when this

separation of time scales does not hold as done for the stochastic

coordination game of [20].

2.4 Agent actions
The agents don’t know the distribution of the reward but only

observe the realization of their random variable 𝜆𝑖 (𝑡) which they

receive if they and all other agents in the round contribute. They

combine this with their belief on which actions are likely to be

taken by others. This yields the expected utility per action at time

𝑡 to agent 𝑗 (𝑢𝑐
𝑖
(𝑡) for cooperating and 𝑢𝑑

𝑖
(𝑡) for defecting):

𝑢𝑐𝑖 (𝑡) = 𝜆𝑖 (𝑡)𝑥𝑖 (𝑡)
𝑘𝑡−1

(4)

𝑢𝑑𝑖 (𝑡) = 1. (5)

We assume that the agents act myopically. That is they chose the

action which maximizes their one-round expected utility. Thus,

agent 𝑖 takes the contribute action in round 𝑡 if 𝑢𝑐
𝑖
(𝑡) ≥ 𝑢𝑑

𝑖
(𝑡):

𝑥𝑖 (𝑡)𝑘𝑡−1𝜆𝑖 (𝑡) ≥ 1. (6)

and repeated interactions [25, 26, 39] use a random payoff matrix observed by each

player in the game drawn anew each round.

2
Awarding the public good only if all agents take the contribute action has been studied

for one-shot games in [4, 17]. The all-or-nothing version we consider is a special case

of the threshold version studied experimentally in [10, 34] and theoretically in [32, 35].

These studies however do not consider experience based agent learning or complex

network structures as we do.

1

2

3

4 5

6 7

8

Figure 1: Illustration of how the players are selected to play a round of the
all-or-nothing public goods game on a graph of 8 players. The focal player
(encircled by a dashed line) is 𝑖 = 6. The players taking part in the game are
thus 𝐾𝑡 = 𝑁 [6] = {6, 5, 7, 8} (indicated by filled nodes) and so 𝑘𝑡 = 4.

We use the weak inequality for convenience. Because 𝜆𝑖 (𝑡) is con-
tinuous, a tie occurs with probability zero, and so this is not an

issue. This can be rearranged to see that the agent contributes if

𝑥𝑖 (𝑡)𝑘𝑡−1 ≥ 1/𝜆𝑖 (𝑡). For convenience we define the cdf of the ran-
dom variable 1/𝜆 derived from the generic random variable 𝜆 as

𝐹 :

𝐹 (𝑥) := P(1/𝜆 ≤ 𝑥), (7)

and observe that for an outside observer (who does not know the

realization of 𝜆𝑖 (𝑡) but does know 𝑥𝑖 (𝑡)) the probability of an agent

contributing follows 𝐹 (𝑥𝑘𝑡−1). Note that 𝐹 is not associated with

any 𝑡 because the distribution of 𝜆𝑖 (𝑡) is always that of 𝜆 for all

𝑖 ∈ 𝐾𝑡 and all 𝑡 ∈ R.
An intuitive explanation of the model is provided in Appendix A

(of the arXiv version: arxiv:2412.20116).

3 PUBLIC GOODS ON NETWORKS
Now we present our results for the stochastic all-or-nothing public

goods game with multi-agent learning on networks.

We define a graph 𝐺 = (𝑉 , 𝐸) with vertices representing agents

|𝑉 | = 𝑁 and the edges (𝑢, 𝑣) ∈ 𝐸 representing connections between

them. In each discrete round indexed by 𝑡 ∈ N, a vertex 𝑖 (𝑡) ∈ 𝑉
(called the ‘focal’ player) is selected uniformly at random from 𝑉 .

To be precise 𝑖 (𝑡) ∼ U{1, 𝑁 } for all 𝑡 ∈ N (there is no correlation

between the vertex drawn at round 𝑡 and 𝑡 + 1)
3
. Subsequently the

selected player’s closed neighborhood 𝑁 [𝑖 (𝑡)] = {𝑣 : (𝑖 (𝑡), 𝑣) ∈
𝐸} ∪ {𝑖 (𝑡)} plays a round of the all-or-nothing public goods game

described in §2. This means that the game in round 𝑡 ∈ N with

agent 𝑖 (𝑡) as the focal player has interaction size 𝑘𝑡 = |𝑁 [𝑖] | and
players 𝐾𝑡 = 𝑁 [𝑖 (𝑡)] . The way in which agents are selected to

take part in a round of the all-or-nothing public goods game on a

network is illustrated in Figure 1.

3.1 Main theoretical result
Now we state the main result which guides our simulations of the

model. The result states that as time goes to infinity, the belief and

actions of all agents converge to the same action belief pair; either

having full trust (𝑥 → 1) and always contributing or having no trust

(𝑥 → 0) and always defecting. This extends a similar result for a

fully-mixed (no network) population and pairwise interactions [20].

Proposition 3.1. For learning rate 𝛼 ∈ (0, 1) and some 𝜖 ∈
(0, 𝛼/𝑑) where 𝑑 > 0 is the maximum degree in the graph minus

3
Introducing a correlation between vertices drawn as the focal vertex, as long as there

is positive probability on each vertex to be drawn in each round, does not influence

the main result.
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one4, if 𝐹 (0) = 0, 𝐹 (1) = 1, 𝐹 (𝑥) ∈ (0, 1) for all 𝑥 ∈ (0, 1) and there
exist finite order derivatives of 𝐹 (𝑥) at 𝑥 = 0 and 𝑥 = 1 which are
finite, then the probability of all agents converging in belief and action
asymptotically is one, i.e.

P(∃𝑡0 : {𝒙 (𝑡) ∈ [0, 𝜖]𝑁 ,∀𝑡 ≥ 𝑡0},

or {𝒙 (𝑡) ∈ [1 − 𝜖, 1]𝑁 ,∀𝑡 ≥ 𝑡0}) = 1. (8)

This proposition means that there can be no disagreement on

trust in the very long term. Eventually all agents agree that everyone

is to be trusted, or that none is to be trusted.

The proof of this proposition depends on two intermediate re-

sults. The first of which states that absorption in the corners is

possible:

Lemma 3.2 (Absorption in the corners is possible). Let 𝛼 ∈
(0, 1), 𝜖 ∈ (0, 𝛼/𝑑), where 𝑑 > 0 is the maximum degree in the graph
minus one and suppose 𝒙 (𝑡0) ∈ [0, 𝜖]𝑁 for some 𝑡0 ∈ N, then

P(𝒙 (𝑡) ∈ [0, 𝜖]𝑁 ,∀𝑡 ≥ 𝑡0 | 𝒙 (𝑡0) ∈ [0, 𝜖]𝑁 ) > 0. (9)

For similar 𝛼 and 𝜖 , if 𝒙 (𝑡0) ∈ [1 − 𝜖, 1]𝑁 for some 𝑡0 ∈ N, then

P(𝒙 (𝑡) ∈ [1 − 𝜖, 1]𝑁 ,∀𝑡 ≥ 𝑡0 | 𝒙 (𝑡0) ∈ [0, 𝜖]𝑁 ) > 0. (10)

The proof closely follows the proof of Lemma 1 in Meylahn et
al. [20]. We sketch the proof for absorption in 𝑥 ∈ [0, 𝜖]𝑁 with

attention to the changes due to the network structure and group

interaction.

Proof sketch. In order to absorb in the corner [0, 𝜖]𝑁 from round

𝑡0 ∈ N we require all agents to play defect for all rounds 𝑡 ≥ 𝑡0 .

We define the probability of the event of all agents playing defect

in rounds 𝑡0, 𝑡0 + 1, . . . , 𝑡0 + 𝑛 given that all agents start with belief

𝑥 ∈ [0, 𝜖] as 𝐷𝑛 .
Observe first that any finite connected graph may be covered by

cliques which share connections. As such we proceed by induction

on the cliques of the network. As base case we consider a graph

consisting of one clique of size 𝑘 ≥ 2, and call𝐷𝑛 (𝑘) the probability
of all 𝑘 agents playing defect in all rounds 𝑡0, 𝑡0 + 1, . . . , 𝑡0 +𝑛, given
that all agents started with belief 𝑥 ∈ [0, 𝜖].

Now for the base case 𝐷𝑛 (𝑘) is bounded:

𝐷𝑛 (𝑘) ≥
𝑛∏
𝑖=0

(1 − 𝐹 (𝑧𝑘−1𝑖 ))𝑘 , (11)

where 𝑧0=max𝑗 {𝑥 𝑗 (𝑡0)}, and 𝑧𝑖 = (1 − 𝛼)𝑧𝑖−1 for all 𝑖 ≥ 1. Sub-

sequently we take the logarithm of both sides and the limit as

𝑛 → ∞:

lim

𝑛→∞
log(𝐷𝑛) ≥ lim

𝑛→∞
𝑘

𝑛∑︁
𝑖=0

log(1 − 𝐹 (𝑧𝑘−1𝑖 )) . (12)

We observe that 1 − 1/𝑦 ≤ log(𝑦) for all 𝑦 ∈ R>0, which we use by

setting 1 − 𝐹 (𝑧𝑘−1
𝑖

) = 𝑦 to show:

log(1 − 𝐹 (𝑧𝑘−1𝑖 )) ≥
𝐹 (𝑧𝑘−1

𝑖
)

𝐹 (𝑧𝑘−1
𝑖

) − 1

. (13)

Applying the above to (12) we get

lim

𝑛→∞
log(𝐷𝑛 (𝑘)) ≥ 𝑘 lim

𝑛→∞

𝑛∑︁
𝑖=0

𝐹 (𝑧𝑘−1
𝑖

)
𝐹 (𝑧𝑘−1

𝑖
) − 1

. (14)

4
Note that for any connected graph with 𝑁 > 2 the maximum degree is bigger than 1.

Proceedingwith similar arguments to the proof of Lemma 1 in [20],
5

we observe that the right hand side of (14) converges to a negative

number. Taking the exponential of both sides gives the desired

result that lim𝑛→∞ 𝐷𝑛 (𝑘) > 0.

As induction step we assume that 𝐿 cliques of size 𝑘𝑖 ≥ 2 for 𝑖 ∈
{1, . . . , 𝐿} absorb in the corner at [0, 𝜖]𝑁 with positive probability

and call this probability 𝑏𝐿 > 0.

Once we have shown that 𝑏𝐿+1 > 0 then our proof is complete.

We construct the induction step graph by referring to its 𝐿 ‘original’

cliques and the added clique number 𝐿 + 1. We remind the reader

that the new graph is still connected, thus there are agents in clique

𝐿 + 1 who share edges with agents in the 𝐿 original cliques.

Because we require all agents to play defect in all rounds from
𝑡0 to 𝑡0 + 𝑛 as 𝑛 → ∞ we know that each agent will be selected

an infinite number of times as the focal agent. Because we are

dealing with multiplication we can rearrange the terms from an

arrangement by ascending rounds to infinite products of rounds

with specific agents as the focal agent. We denote by 𝑘𝑖 the number

of agents in the game in round 𝑡0 + 𝑖 for 𝑖 ∈ {0, 1, . . . , 𝑛}. We define

new notation for legibility:

P[𝑎,𝑏 ]𝑘 (·) := P(· | 𝑥 (𝑡0) ∈ [𝑎, 𝑏]𝑘 ). (15)

Thus by definition of 𝐷𝑛 we have:

𝐷𝑛 =

𝑛∏
𝑖=0

P[0,𝜖 ]𝑁 (𝐴(𝑡0 + 𝑖) = 𝐷 | 𝐴(𝑡) = 𝐷,∀𝑡0 ≤ 𝑡 < 𝑡0 + 𝑖) . (16)

We collect the rounds in which the focal agent is in 𝑎) the 𝐿 original

cliques and not connected also to an agent in clique 𝐿 + 1 in set𝑀𝑎 ,

𝑏) the clique 𝐿 + 1 and not connected to an agent in the 𝐿 original

cliques in set𝑀𝑏 , and 𝑐) one of the agents who is connected to both

clique 𝐿 + 1 and the 𝐿 original cliques in set𝑀𝑐 . So we rewrite the

above product:

𝐷𝑛 =
∏
𝑡 ∈𝑀𝑎

P[0,𝜖 ]𝑁 (𝐴(𝑡) = 𝐷 | 𝐴(𝜏) = 𝐷,∀𝑡0 ≤ 𝜏 < 𝑡)︸                                                          ︷︷                                                          ︸
=:𝑎

×
∏
𝑡 ∈𝑀𝑏

P[0,𝜖 ]𝑁 (𝐴(𝑡) = 𝐷 | 𝐴(𝜏) = 𝐷,∀𝑡0 ≤ 𝜏 < 𝑡)︸                                                          ︷︷                                                          ︸
=:𝑏

×
∏
𝑡 ∈𝑀𝑐

P[0,𝜖 ]𝑁 (𝐴(𝑡) = 𝐷 | 𝐴(𝜏) = 𝐷,∀𝑡0 ≤ 𝜏 < 𝑡)︸                                                          ︷︷                                                          ︸
=:𝑐

. (17)

We can split the rounds in𝑀𝑐 further by each agent which, when

taking the limit as 𝑛 → ∞, results in separate infinite products per

agent. These are positive by reasoning similar to the base case and

noting that each agent’s belief is the same or lower than in the base

case because they have also played other games (where all agents

played 𝐷 by the conditioning) and so 𝑐 > 0.

In the same way 𝑏 > 0 (and 𝑎 > 0) because this follows only

the agents in clique 𝐿 + 1 (the original graph) whose per round

belief is thus bounded in the same way as in the base case (or by

the induction assumption), with the agents on the boundary who

5
This makes use of Abel’s convergence test for this product of sequences, and the ratio

test with L’Hôpital’s rule to show convergence. In this step we require 𝐹 to have a

finite order derivative with a finite value.
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have played in more games which by the conditioning resulted in

all agents playing 𝐷 and thus had even lower beliefs resulting in

the defect action at a greater probability. Thus 𝑎 × 𝑏 × 𝑐 > 0. □
The other intermediate result states that from a non-corner, the

corners may be reached at positive probability. Define 𝐼𝑁 as the

space of the agent belief excluding the corners, 𝐼𝑛 := [0, 1]𝑁 \(
[0, 𝜖]𝑁 ∪ [1 − 𝜖, 1]𝑁

)
.

Lemma 3.3 (Reaching the corners is possible). Let 𝛼 ∈ (0, 1)
and 𝒙 (𝑡0) ∈ 𝐼𝑁 for some 𝑡0 ∈ N and 𝜖 ∈ (0, 𝛼/𝑑), where 𝑑 > 0 is the
maximum degree in the graph minus one, then

P𝐼𝑁 (∃𝑡1 ∈ N : 𝒙 (𝑡1) ∈ [0, 𝜖]𝑁 , 𝑡1 > 𝑡0) > 0,

and
P𝐼𝑁 (∃𝑡1 ∈ N : 𝒙 (𝑡1) ∈ [1 − 𝜖, 1]𝑁 , 𝑡1 > 𝑡0) > 0,

The proof of this lemma closely follows the proof of Lemma 3 in

Meylahn et al. [20]. Here we sketch the differences due to network

effects for reaching 𝒙 ∈ [0, 𝜖]𝑁 . The procedure for proving it for

𝒙 ∈ [1 − 𝜖, 1]𝑁 is similar.

Proof sketch. We proceed in two cases. In the first case it follows

similarly to the proof of Lemma 3 in [20] that the population may

reach a corner, while in second case we show that it is possible to

reach the starting point of the first case completing the proof.

Case 1. 𝒙 (𝑡0) ∈ [0, 1 − 𝜖]𝑁 : We first delineate a finite path of

positive probability by which a population of 𝑁 agents reaches the

corner given that each agents belief starts in (0, 1 − 𝜖).
An agent’s belief reaches 𝑥 ≤ 𝜖 , at worst after 𝜅 rounds with all

agents playing 𝐷 in each round where

𝜅 =

⌈
log(𝜖)

log(1 − 𝛼)

⌉
. (18)

For 𝛼 and 𝜖 as defined, this is a finite number. For agents with belief

𝑥 ∈ (0, 1−𝜖) the probability of playing defect in a round is positive.

Consider a vertex cover of the graph and label the agents in it

arbitrarily 𝑗 = 1, . . . , 𝑣 . Suppose we have 𝑡0 such that the population

belief is 𝒙 (𝑡0) ∈ [0, 1 − 𝜖]𝑁 and in rounds 𝑡0 + 𝑖 for 𝑖 = 0, 1, . . . , 𝜅𝑣

the focal player 𝑗 = 𝑖 mod 𝑣 is chosen and all agents always play

defect in each round. This selection of players happens at probability

(1/𝑁 )𝜅𝑣 > 0. The probability of all agents always playing defect

is also positive. This is because their belief 𝑥 (𝑡0) ≤ 1 − 𝜖 , and so

(1 − 𝐹 (𝑥𝑘0−1𝑡0
))𝑘0 > 0, starts positive, and increases each time they

have played. They play a finite number of games and thus this finite

product of positive numbers converges to a positive number.

Case 2. 𝒙 (𝑡0) ∉ [0, 1 − 𝜖]𝑁 Now suppose instead that 𝒙 (𝑡0) ∉
[0, 1 − 𝜖], implying that at least one agent has belief 𝑥 (𝑡0) > 1 − 𝜖.
Suppose as worst case scenario that all agents have belief 𝑥 = 1

except agent 𝑗 = 1 with belief 𝑥1 = 1 − 𝜖. Now we show that with

positive probability this population can reach the state 𝒙 ∈ [0, 1−𝜖].
Let the degree of agent 1 be 𝑛 and note that 1−𝛼 +𝛼 ( 𝑛−1𝑛 ) ≤ 1− 𝜖 ,
by the choice of 𝜖 .

Agent 1 is chosen as focal player two rounds in a row at probabil-

ity 1/𝑁 2
. If in the first of those two rounds, agent 1 plays defect and

all others play contribute, the beliefs of all other agents in the game

becomes 𝑥 ≤ 1 − 𝜖 , while agent 1’s belief becomes 𝑥 > 1 − 𝜖. In the

second round however the other 𝑛 agents play defect at positive

probability, and so after both rounds, at positive probability 𝑝 , agent

1 and all of their 𝑛 neighbors have beliefs 𝑥 ≤ 1 − 𝜖.

Continuing in this way along a spanning tree of the graph, at

each iteration playing two games (the first to bring new players

into belief 𝑥 ≤ 1 − 𝜖 , and the second to ensure that the focal

player’s belief is also 𝑥 ≤ 1 − 𝜖) each agent in the population has

belief 𝑥 ≤ 1 − 𝜖 . The largest number of rounds required is for the

path graph on 𝑁 players which results in 2(𝑁 − 1) games. Thus

at probability greater than or equal to 1/𝑁 2(𝑁−1)𝑝𝑁−1 > 0 in at

most 2(𝑁 − 1) rounds, all agents have belief 𝑥 ≤ 1 − 𝜖 . From here

the proof continues as in case 1. □
Together these results prove Proposition 3.1. To see this note

that after 𝑟 < ∞ rounds, the beliefs of the agents may enter one of

the corners at positive probability (by Lemma 3.3) and be absorbed

there (by Lemma 3.2). Call the probability of this entering and

absorbing event 𝑝𝑎 > 0. Then the probability of never absorbing in

one of the two corners behaves like lim𝑛→∞ (1 − 𝑝𝑎)𝑛 = 0.

The assumptions on 𝐹 are minor, and reasonable; if an agent be-

lieves there is zero (conversely 100%) chance of others contributing

then they should take the defect (conversely contribute) action with

probability one as this surely maximizes their expected reward.

3.2 Simulation setup
Because Proposition 3.1 only guarantees convergence as 𝑡 → ∞,

by simulation we study the effect of the network on the speed of

convergence to steady state and on the pre-limit behavior. We fix

the learning rate 𝛼 = 0.3 in favor of faster simulation runs. Similarly

to balance having interesting network topologies and a manageable

computational load we fix the population size 𝑁 = 50. For this

numerical simulation we also fix 𝐹 (𝑥) = 𝑥1/4.
We set an 𝜖𝑠 = 10

−4
, in combination with a maximum number

of rounds 𝑇 = 10
7
. We stop each iteration if either all agents have

belief 𝑥 < 𝜖𝑠 or 𝑥 > 1−𝜖𝑠 as proxy for convergence or, alternatively
if the maximum number of rounds is reached.

To study the effect of network topology we use the random

geometric network model [9, 24]. This random network model is

relevant because it shares properties of actual social networks [19].

The graph is constructed by fixing a radius 𝑟𝑔 ∈ (0, 1) and placing𝑁
points uniformly at random in the unit square [0, 1]2. Subsequently,
any two points that are at distance 𝑑 < 𝑟𝑔 are connected by an

edge. In particular we focus on connected networks and so for each

iteration we draw random geometric graphs repeatedly until we

draw a connected geometric graph. For the settings described we

run 500 iterations for each setting 𝑟𝑔 ∈ {0.15, 0.2, 0.25, 0.3}.

3.3 Random geometric network results
We plot the time to convergence 𝜏 := min{𝑡 : 𝒙 (𝑡) ∈ [0, 𝜖𝑠 )𝑁 or

𝒙 (𝑡) ∈ (1 − 𝜖𝑠 , 1]𝑁 } in Figure 2 in the form of tail probabilities
6

(P(𝜏 ≥ 𝑡)). We also tabulate the end state of the simulation runs in

Table 1. In Figure 2 we notice that increasing the network radius

(𝑟𝑔) increases the probability of quicker convergence. Notice that

for 𝑟𝑔 = 0.15, 0.2 the majority of the runs do not reach consensus

in the simulated time which may also be read off Table 1. By the

linear shape of this tail probability plotted on a log-log scale we

6
Note that this decision is informed by Proposition 3.1. If we did not know that conver-

gence happens eventually with probability one, we might falsely plot the probability

of convergence rather than the probability of convergence before 𝑡 ∈ N.
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𝑟𝑔 0.15 0.20 0.25 0.3

Contribution 0.48 0 0 0

Defection 0 0.366 0.948 0.994

Not converge 0.52 0.634 0.052 0.006

Table 1: Portion of runs out of 500 which converged to contribution and
defection as well as the proportion which did not converge in 10

7 rounds.

Figure 2: Tail probabilities (P(𝜏 ≥ 𝑡 )) on a log-log scale for the time to con-
vergence for different values of the radius 𝑟𝑔 used in the random geometric
graph model to sample networks.

posit that a heavy-tailed distribution underlies the time to consen-

sus on a random geometric graph. To check whether this is really

the case we turn to the broadest sub-class of heavy-tailed distribu-

tions: subexponential distributions (examples are the Pareto, and

LogNormal distributions, for an introduction see [22]). There is

equivalence between distributions satisfying the catastrophe prin-

ciple and subexponential distributions. A distribution 𝐻 is said to

satisfy the catastrophe principle if for 𝑛 ≥ 2

P(max{𝑋1, . . . , 𝑋𝑛} > 𝑡)
P(𝑋1 + · · · + 𝑋𝑛 > 𝑡) → 1, (19)

as 𝑡 → ∞ where 𝑋𝑖 for 𝑖 = 1, . . . , 𝑛 are iid and have distribution 𝐻 .

The intuitive understanding of this principle is that a large sum of

these random variables is likely caused by a single massive variable
7
.

In Table 2 we present an estimate of the ratio of (19) for the time to

consensus. In particular the ratio is shown for 𝑡 = 10
6
, and 𝑛 = 2.

To estimate each ratio we sample pairs of simulations 250 times

once with and once without replacement of samples.

𝑟𝑔 0.15 0.20 0.25 0.3

NR: 0.848:0.852 0.896:0.896 0.196:0.196 0.02:0.02

R: 0.824:0.824 0.9:0.9 0.192:0.192 0.028:0.028

Table 2: Ratio between P(max{𝑋1, 𝑋2 } > 𝑡 ) : P(𝑋1 +𝑋2 > 𝑡 ) where the 𝑋 s are
our simulated time to convergence. NR: no replacement (run 𝑖 paired with run
𝑖 + 250), R: replacement. 𝑡 = 10

6, 𝑛 = 2.

This is by no means a formal proof of the catastrophe principle

holding for our data, though we do see that the ratios in Table 2

are 1 or close to 1. The long (and plausibly heavy-tailed) time to

convergence would be explained by the existence of metastable

state in which the process is ‘stuck’ in for a long time before at

some point the process jumps to a true steady state in consensus.

7
It has been shown [8, 11] that if (19) holds for some 𝑛 ≥ 2 then it holds for all 𝑛 ≥ 2.

(a) Mean degree (b) Triangles

Figure 3: Average final estimate scatter plotted against various network char-
acteristics. Each point is not fully opaque so that darker regions are indicative
of more data points.

In Figure 3 we show scatter plots contrasting network character-

istics with the final average agent belief. The color represents the

setting of 𝑟𝑔 . By these plots and Table 1 we see that for 𝑟𝑔 = 0.15

convergence is either to the always-contribute steady state or does

not occur. Conversely for all other settings 𝑟𝑔 ∈ {0.2, 0.25, 0.3} con-
sensus was reached only on the always-defect steady state or not at

all in the simulated time. This seems like a rather abrupt transition

based solely on the tabulated results, however, in the scatter plots

we this is somewhat gradual. In general as the 𝑟𝑔 increases the final

average belief decreases.

In Figure 3a and 3b we see that the mean degree of the network

and the number of triangles in the graph have a strong negative

correlation to the average agent belief at the end of the simulation

run. As the average degree of the network increases, so does the

average of the interaction size 𝑘𝑡 . A similar relationship holds with

the number of triangles and the interaction size. It is not surprising

that a bigger interaction size 𝑘𝑡 should result in more convergence

to the always-defect steady state. This is because as 𝑘𝑡 increases,

𝐹 (𝑥𝑘𝑡−1) decreases and so the per turn probability of contributing

decreases.

We depict the network and the belief of agents for illustrative

simulation runs that did not converge in simulated time in Figure 4.

Networks that do not reach convergence in simulated time have

regions which are dense, as well as sparse. In the dense regions,

belief is low, and in the sparse regions belief is high. In Figure 4 we

see how in the densely connected regions of the network trust is

low, while in the sparsely connected regions trust is high. This illus-

trates that metastable disagreement is a phenomena that emerges

with network structure
8
. We know that if we could observe the

system for an infinite time, then eventually by chance the beliefs

and actions of all agents will converge to either all contribute or

all-defect state. In the non-equilibrium states, agent belief is highly

dependent on the local network structure.

8
By the nature of 𝜆 taking values in R, the probability that 𝑥𝑘−1 < 1/𝜆 is increasing

in 𝑥 ∈ [0, 1] and decreasing in 𝑘 ∈ {2, 𝑁 }. Thus, regardless of distribution of 𝜆,

we expect a cutoff in the group-size under (above) which contribution (defection) is

favored. This would result in similar patterns observed in Figures 3, and 4 simply

shifted depending on where the cutoff is.

Research Paper Track  AAMAS 2025, May 19 – 23, 2025, Detroit, Michigan, USA 

1497



(a) 𝑟𝑔 = 0.15 (b) 𝑟𝑔 = 0.2

(c) 𝑟𝑔 = 0.25 (d) 𝑟𝑔 = 0.3

Figure 4: State at termination of simulation for iterations inwhich convergence
was not reached. This illustrates how the agent belief before absorption in a
state of complete or zero trust appears localized, with high trust in regions
with few connections, and low trust in regions with many connections.

3.4 Regular graphs, and metastability in
geometric graphs

To disentangle the effect of the complex network topology and the

effect of interaction size, we also study the dynamics on circulant

graphs. We consider 50 agents spaced on a circle, and connect each

agent to its 𝑙 nearest neighbors9 for 𝑙 ∈ {2, 4, 6, 8}. Each agent has

the same degree, allowing us to study the effect of interaction size

without heterogeneity in density. We keep the CDF 𝐹 (𝑥) = 1/𝑥4,
and 𝛼 = 0.3. The proportion of simulation runs which converge to

the always-contribute and the always-defect steady state is tabu-

lated in Table 3. In contrast to the simulation runs on the random

geometric graphs, all the simulation runs converge within the sim-

ulated time.

𝑙 2 4 6 8

Contribution 1 0.508 0 0

Defection 0 0.492 1 1

Table 3: Portion of runs out of 500 which converged to contribution and
defection in 10

7 rounds.

For the circulant connecting each agent to 𝑙 nearest neighbors,

the games played by the agents are always of size 𝑘 = 𝑙 + 1. Thus

for 𝑙 = 4 the an agent with belief 𝑥 contributes with probability 𝑥 .

Conversely when 𝑙 < 4 (𝑙 > 4) an agent with belief 𝑥 cooperates

at probability 𝑦 > 𝑥 (𝑦 < 𝑥) thus favoring contribution (defec-

tion) which is reflected in the results of the simulation tabulated in

Table 3.

9
These correspond to the circulants𝐶1

50
,𝐶

1,2
50
,𝐶

1,2,3
50

and𝐶
1,2,3,4
50

.

The tail probabilities of the time to convergence 𝜏 for the regular

graphs are plotted in Figure 5 on a log-log scale. In this case 𝜏 is

not heavy-tailed. Furthermore, as 𝑙 increases from 2 to 4 the time

to convergence increases, and then decreases again from 4 to 6 and

6 to 8. We expect that for 𝐹 (𝑥) = 1/𝑥𝑚 a similar pattern would

emerge with an increase until 𝑙 =𝑚, and a subsequent decrease. The

dynamics are fastest when the games are either smallest or largest.

At the threshold 𝑙 =𝑚 they would be slowest to converge, because

then neither steady-state is favored, as illustrated in Table 3.

Figure 5: Tail probabilities (P(𝜏 ≥ 𝑡 )) (on a log-log scale) for the time to
convergence for different values of nearest neighbors 𝑙 .

The difference in tail distributions seen when comparing Figure 2

and Figure 5 indicates the behavior of the dynamics is fundamen-

tally different in these two cases. We posit this difference is due to

metastable states when the population structure takes the random

geometric graph form. To test and illustrate this we run additional

simulation runs paying attention to the total belief of the agents

in the population. If a state of the agent beliefs is metastable we

expect

∑𝑁
𝑖=1 𝑥𝑖 (𝑡) to reach some value and subsequently fluctuate

(due to the randomness in the system) around this value before

eventually being absorbed in one of the two states

∑𝑁
𝑖=1 𝑥𝑖 (𝜏) ≈ 0

or

∑𝑁
𝑖=1 𝑥𝑖 (𝜏) ≈ 𝑁 . When running these simulations, we change the

maximum running time to 10
6
and vary 𝛼 ∈ {0.1, 0.3}. We choose

a shorter running time to avoid overly long simulation runs. We

vary the value of 𝛼 to illustrate that the behavior is qualitatively

the same.

We plot the total population belief over time for two runs (one

each for 𝛼 = 0.1 and 𝛼 = 0.3) which illustrate metastable behavior

in Figure 6. The total belief quickly reaches a value around which

fluctuation occur for a finite time before absorbing in the steady

state where 𝒙 ≈ 1
𝑁
. Observe that the fluctuations are larger for

bigger 𝛼 . This is sensible because 𝛼 is the learning step size; how

much the random fluctuations of the most recent round weigh in

the agent belief.

We plot the network and agent beliefs of a representative round

during the metastable period of these two illustrative runs in Fig-

ure 7. These states are similar to the states plotted in Figure 4 in

having a region with low density (smaller game size and more

trust) and a region with high density (larger game size and less

trust). This is not possible in regular graphs and thus the most likely

explanation for the metastability observed in random geometric

networks.

Research Paper Track  AAMAS 2025, May 19 – 23, 2025, Detroit, Michigan, USA 

1498



(a) 𝛼 = 0.1

(b) 𝛼 = 0.3

Figure 6: The total agent belief over time for simulation runs in which we posit
a metastable state is reached in finite time and eventually exited before 𝑡 = 10

6.
In these simulations 𝑁 = 50, 𝑟𝑔 = 0.15 and 𝛼 is indicated in the subcaption.

(a) 𝛼 = 0.1 (b) 𝛼 = 0.3

Figure 7: Representative agent beliefs from the metastable period illustrated
in Figure 6. In these simulations 𝑁 = 50, 𝑟𝑔 = 0.15 and 𝛼 is indicated in the
subcaption.

4 CONCLUSION
4.1 Summary and discussion
In this paper we have defined a model for an all-or-nothing version

of the public goods game with random payoffs to be played on

networks. The agents in the model use the adaptive learning rule

called exponential moving average to estimate the behavior of the

agents in their neighborhood of the network. This learning rule is

adaptive because the weight given to the most recent observation

does not diminish with time.

The main theoretical result of the paper is Proposition 3.1 which

states that eventually a steady state must be reached. The steady

state in question either involves all agents always playing the con-

tribute action or all agents always playing the defect action.

By simulation we study the effect of complex networks on the

time and destination of this convergence. In particular we studied

the effect of the radius in the random geometric graph model. We

see that a larger radius (which implies more connections) results

in more convergence to the defect steady state. In agreement with

this, when simulating the dynamics on regular graphs, a larger

interaction size results in more runs resulting in long-term defec-

tion. In comparison to the regular network, the complex network

structure slows down convergence, as recently demonstrated for

opinion dynamics [38].

By the nature of the distribution of the time to convergence

we posit that the system admits metastable states in which both

contribution and defection take place. Iterations which do not con-

verge in the simulated time have heterogeneous topology including

regions of high and low density. This is confirmed when we inspect

the total (summed) agent belief which may reach metastable value

(with fluctuations) for a long period of time before ‘jumping’ to one

of the truly stable states.

4.2 Future work
The theoretical result in this paper is only proved for the exponen-

tial moving average learning rule. It would be good contribution to

classify learning rules that do and do not result in asymptotic con-

vergence to steady state of a pure strategy on connected networks.

We suspect that when the underlying game admits pure Nash equi-

libria, these may be learned by a variety of algorithms also in the

network setting. Conversely it is interesting to investigate whether

changing the learning rate 𝛼 to be decreasing with 𝑡 would stabilize

the states posited to be metastable in this paper.

We posit metastability of the non-converged dynamics in this

model and have illustrated this with examples. With more compu-

tational power it may be possible to conduct experiments which

elucidate the reasons behind the possibility of metastable non-

convergence. The question arises: ‘What network characteristics

(local or global) are required to allowmetastable states with positive

probability?’ We suggest looking into things such heterogeneity of

the local characteristics in the graph.

A massive body of literature exists on evolutionary dynamics on

regular graphs such as grids, and tori. In this paper we observe very

different behavior on geometric networks (intermediate disagree-

ment) and regular networks (fast convergence to steady-state). This

highlights how important it is to consider the effects of non-regular

network topology on learning and evolutionary dynamics. The net-

works considered in this paper are highly stylized, thus illustrating

a proof of concept. It is left for future work to delve deeper into the

consequences of more realistic network structures.
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