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ABSTRACT
In the Knowledge Representation and Reasoning field, causality has
mainly been used to determine the effects of actions. However, in
legal or ethical reasoning, causality is used to determine the causal
origin of a consequence. Such a posteriori reasoning is the focus
of the Actual Causality field which has been extensively studied
by lawyers, philosophers, mathematicians, and computer scientists.
While most of the situations are easy to solve, there are several
overdetermination cases that are far from trivial and that are still a
source of disagreements in the field. Recent works have undertaken
to adapt causality results into languages for Reasoning about Ac-
tion and Change (RAC). In this paper, we aim to provide means to
effectively address overdetermination issues to researchers seeking
to incorporate actual causality into their RAC methods. To do so,
we propose a definition of overdetermination in a Labelled Tran-
sition System and we formalise and enrich the existing typology
of classical cases of overdetermination within this formalisation.
The formal typology obtained enables the description of axiomatic
properties of RAC methods that deal with overdetermination. To
illustrate this, we describe the properties of a recent RAC formali-
sation of causality in light of this typology. We think that this way
of doing can be generalised to all causality RAC formalisations.
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1 INTRODUCTION
Overdetermination cases are essentially examples in which more
than one cause might yield the outcome by itself [3, 5, 16, 21, 23,
27, 34]. A canonical example is the one of Suzy and Billy throwing
each a rock at the same bottle. Suzy’s rock hits first and shatters
the bottle, but Billy’s rock would have shattered it otherwise, so
one cannot infer that Suzy’s throw is the cause simply by look-
ing at what would have happened if she did not throw [18]. Cases
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of overdetermination are commonly found in the complexity of
reality—causes of pollution, causes of suicide, causes of economic
loss, etc—they give rise to numerous questions in law. They have
therefore been extensively studied by lawyers [1, 29, 34], philoso-
phers [3, 16, 21, 27], and computer scientists [4, 6, 9, 11, 18, 22] in
the fields of causation. Despite the existing typology described in
natural language, there is still disagreement regarding the expected
causality in overdetermination cases [1, 11, 35].

Describing changes caused by the execution of actions is one
of the earliest problems that artificial intelligence researchers at-
tempted to tackle [25]. The division of the world into states and
actions is a common thread among most approaches developed in
this field, including Event [30] and Situation Calculus [31], PDDL
[20], STRIPS [12], Action Description Languages [13–15], Markov
Decision Processes and others. This division is not only accepted in
the field of AI, it is also acknowledged by philosophers. For instance,
in moral theory, it is commonly accepted that evaluating a state of
the world involves assessing if it is good or bad, while evaluating
an action involves determining if the action is obligatory, optional,
or forbidden [33]. There is a clear distinction made here. In actual
causality, most works do not make such a distinction and describe
everything as events [3, 18, 27]. Concentrating solely on events
was perhaps necessary to isolate the causal problem from other
challenges that have occupied the Knowledge Representation and
Reasoning (KRR) community for many years [30]. Nevertheless,
we believe it would be a missed opportunity not to explore how
causality research can enrich Reasoning about Actions and Change
(RAC) proposals that make such distinction. Recent approaches
have shown that it is feasible to do so [4, 9, 22, 32].

The aim of this work is to utilise the benefits of KRR to pro-
vide means to effectively address overdetermination issues to re-
searchers seeking to incorporate actual causality into their RAC
methods. To do so, we propose a definition of overdetermination
in a Labelled Transition System (LTS) and we formalise and enrich
the existing typology of classical overdetermination cases within
this formalisation. This formal typology helps to clarify existing
ambiguities about this notion. The choice to use a LTS is motivated
by our intention to make this clarification work as broadly useful as
possible. We do not view a LTS as a language for RAC, but rather as
a semantics. In this regard, we share the perspective of numerous
works in which action description languages and STRIPS [14], as
well as Situation and Event Calculus [28], can be seen as describing
a LTS. We thus believe that formalising the typology using a LTS is
the most relevant approach to benefit the KRR field. This ensures
that our results can be used by a wide audience.

This paper is structured as follows. Section 2 describes the gen-
eral LTS and the basic causal relations that are needed. Section 3
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proposes themain contributions of this paper: a definition of overde-
termination in the general LTS and the formalisation and enrich-
ment of the overdetermination cases existing typology. In Section 4
we discuss some examples showing how important is the formalisa-
tion of the problem and present some benefits of using the typology
proposed. We conclude and give some perspectives in Section 5.

2 LABELLED TRANSITION SYSTEM AND
CAUSALITY

Example 1 (modern firing sqad). A firing squad typically
consists of multiple soldiers who are given instructions to fire their
weapons together. This procedure prevents both a member from dis-
rupting the process and the identification of the person who fired the
fatal shot. Consider Figure 1 electric circuit corresponding to a firing
squad execution—paradigmatic situation where overdetermination is
used to dilute responsibility—adapted to electric chair. This circuit is
made up of a voltage source, an individual strapped and connected to
electrodes, and two switches connected in parallel. We assume that
the situation involves four agents: the one strapped and three others.

Formalising all cases of overdetermination from Example 1 is
possible by examining various combinations of how the agents
behave. This paper will explore the aforementioned problem and
also provide some reference examples of actual causality. To deal
with these examples, it appears necessary to formalise the problem.
We achieve this with a LTS. In this section, we introduce the formal
aspects of a LTS and the general causal concepts needed to formalise
the typology.

2.1 Labelled Transition System
In RAC approaches for classical planning, the state of the world is
classically defined at any given time as a collection of fluents, which
are variables describing the properties of the world. The evolution
of the world can then be described as a series of states transitioning
from one to another as a result of a set of events. Such systems can
be explicitly represented by LTS, where states are sets of fluents
and transitions between these states are labeled by set of events.
Typically, such LTS are built from a more concise representation
such as action languages [14]. We denote by F the set of variables
describing the state of the world, more precisely ground fluents
representing time-varying properties, and by E the set of variables
describing transitions, more precisely ground events that modify
fluents.

A state 𝑆 ⊆ F is defined as a set of fluents. We define state
formulas F as formulas of fluents using classical logical operators.
For𝜓 ∈ F , 𝑆 ⊨ 𝜓 is classically defined.

Definition 1 (Labelled Transition System (LTS)). A Labelled
Transition System is a directed graph ⟨S, 𝜏⟩ where S ⊆ 2F is a set of
states and 𝜏 is a set of labelled transition relations 𝜏 ⊆ S × 2E × S.

The set S represents all the possible states of the world and for
each of these states, 𝜏 indicates, for a each state, the different sets of
concurrently occurring events that could happen and their associ-
ated possible outcomes. Here, we restrict ourselves to deterministic
LTS, assuming that for a given state 𝑆 and a given set of events 𝐸
there is at most one state 𝑆 ′ such that (𝑆, 𝐸, 𝑆′) ∈ 𝜏 .

An event 𝑒 ∈ E is an atomic formula. When considering causality
and overdetermination, it is important to understandwhy an event 𝑒
can occur. Thus, it is useful to make explicit the preconditions of
events, i.e. the conditions that must be satisfied by a state 𝑆 for the
event to be able to occur. The function that associates preconditions
with each event is defined as: 𝑝𝑟𝑒 : E → F .

We assume that the LTS is correct wrt to these precondition,
meaning that for any (𝑆, 𝐸, 𝑆 ′) ∈ 𝜏 , we have 𝑆 ⊨ 𝑝𝑟𝑒 (𝑒) for all 𝑒 ∈ 𝐸.
This is easily achieved when building the LTS from a classical RAC
representation such as action languages, situation calculus or event
calculus as preconditions are well defined in all these formalisms.

Disjunctive preconditions and concurrency of events are two
essential elements that a LTS needs to allow when formalising cases
of overdetermination. The first is satisfied by the form of F , and
the second by the fact that transitions are labeled by sets of events..

Since we consider actual causality, we are interested in a par-
ticular sequence of events and states to which a time 𝑡 ∈ T can be
associated, where T = {0, . . . , 𝑁 }. Such sequence can be assimilated
to a path in the LTS. 𝑆0 is the initial state. Moreover, since we specif-
ically address overdetermination, we must engage in counterfactual
reasoning. Therefore, to precisely identify a path while enabling
counterfactual reasoning, we will define a policy for timed states.

Definition 2 (policy 𝜋 ). A policy 𝜋 for an LTS ⟨S, 𝜏⟩ is a function
that associates timed states with the set of events that are supposed to
occur in each of these states. Formally, 𝜋 : S × T → 2E.

Such a policy is correct iff for all (𝑆, 𝑡) ∈ S × T, there exists 𝑆 ′

such that (𝑆, 𝜋 (𝑆, 𝑡), 𝑆′) ∈ 𝜏 .

Definition 3 (causal setting 𝜒). The causal setting 𝜒 is the
couple (𝜋,𝜅), with 𝜋 a policy and 𝜅 a context being the quintuple
(E, F, 𝑝𝑟𝑒, 𝑆0,T).

A path in a LTS corresponds to a trace where 𝑆 𝜒 (𝑡) are the states
we cross and 𝐸𝜒 (𝑡) the transitions that take us there. As we limit
our LTS to deterministic cases, to each 𝜒 corresponds a unique
trace satisfying: (𝑖) 𝑆 𝜒 (0) = 𝑆0, (𝑖𝑖) ∀𝑡 ∈ T, 𝐸𝜒 (𝑡) = 𝜋 (𝑆 𝜒 (𝑡), 𝑡),
and (𝑖𝑖𝑖) ∀𝑡 ∈ T, (𝑆 𝜒 (𝑡), 𝐸𝜒 (𝑡), 𝑆 𝜒 (𝑡 + 1)) ∈ 𝜏 .

Example 1 (continued). The fluents 𝑓1, 𝑓2, 𝑓3 ∈ F3 represent
the closed state of each switch and the voltage source respectively.
𝜓 = (𝑓1 ∧ 𝑓3) ∨ (𝑓2 ∧ 𝑓3) where 𝜓 ∈ F represents the preconditions
for the strapped individual being electrocuted 𝑒𝜓 which results in
his death 𝑑 ∈ F. 𝑒1, 𝑒2 ∈ E2 are the events which result is to close
each switch respectively, and 𝑒3 ∈ E is an event which result is to
turn on the voltage source. The above information is formalised as
𝑝𝑟𝑒 (𝑒𝜓 ) = 𝜓 and ∀𝑖 ∈ {1, 2, 3}, 𝑝𝑟𝑒 (𝑒𝑖 ) = ⊤. Below is an example of
a trace corresponding to an overdetermination case:

𝜓

𝑓3

𝑓2

𝑓1

Figure 1: Electrical circuit consisting of a voltage source, two
switches, and an individual connected to electrodes.
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𝑆 𝜒 (0) = {¬𝑓1,¬𝑓2,¬𝑓3,¬𝑑} , 𝐸𝜒 (0) = {𝑒3} ;
𝑆 𝜒 (1) = {¬𝑓1,¬𝑓2, 𝑓3,¬𝑑} , 𝐸𝜒 (1) = {𝑒1, 𝑒2} ;
𝑆 𝜒 (2) = {𝑓1, 𝑓2, 𝑓3,¬𝑑} , 𝐸𝜒 (2) =

{
𝑒𝜓

}
;

𝑆 𝜒 (3) = {𝑓1, 𝑓2, 𝑓3, 𝑑} .

To build a policy, one must consider which events should occur
at each time step, depending on the current state. The policy thus
defines both the actual scenario and counterfactual ones. Along the
states of the actual path that happened, the policy indicates for each
step what events took place. For states that are not part of the actual
path, the policy indicates which actions should occur at a given
time step in a counterfactual scenario where we reached this state
at this time step. We propose here a method for building a simple
policy from a plan associating a set of actions that must be done to
each step, defined as a function 𝑃 : T → 2E. The policy 𝜋𝑃 can then
be defined forall (𝑆, 𝑡) ∈ S × T as 𝜋𝑃 (𝑆, 𝑡) = {𝑒 ∈ 𝑃 (𝑡) |𝑆 ⊨ 𝑝𝑟𝑒 (𝑒)}.

Example 1 (continued). The scenario described in the previous
example corresponds to putting on the voltage source at time 0, then
closing both switches at time 1. Since the electocution should happen
as soon as its preconditions are met, it must be attempted at each time.

The corresponding policy will thus be 𝜋𝑃 obtained from plan 𝑃

such that 𝑃 (0) = {𝑒3, 𝑒𝜓 }, 𝑃 (1) = {𝑒1, 𝑒2, 𝑒𝜓 } and 𝑃 (2) = {𝑒𝜓 }. As
𝑝𝑟𝑒 (𝑒𝜓 ) is not satisfied in 𝑆 𝜒 (0) nor 𝑆 𝜒 (1) but is satified in 𝑆 𝜒 (2), we
get 𝜋𝑃 (𝑆 𝜒 (0), 0) = {𝑒3} = 𝐸𝜒 (0), 𝜋𝑃 (𝑆 𝜒 (1), 1) = {𝑒1, 𝑒2} = 𝐸𝜒 (1)
and 𝜋𝑃 (𝑆 𝜒 (2), 2) = {𝑒𝜓 } = 𝐸𝜒 (2).

Note that this allows us to represent triggered events such as 𝑒𝜓
as actions that should be attempted at each step.

2.2 Actual Causality
Having formalised Example 1 as a LTS, we proceed to introduce
the necessary causal relations to enable reasoning about overde-
termination cases. Similar to the LTS, we will not define a specific
definition of causality, but instead describe the type of relations that
are needed. In that way, our typology can be used by any approach
with a formalism describing an LTS, regardless of the specific causal
definition that it adopts.

A causal relation can generally be seen as a binary relation that
links a cause to a consequence. In a LTS, we can either want to
know what are the causes of𝜓 ∈ F being true in a state—𝑆 𝜒 (𝑡) ⊨ 𝜓
denoted (𝜓, 𝑡)—or of an occurrence of event—𝑒 ∈ 𝐸𝜒 (𝑡) denoted
(𝑒, 𝑡). Therefore, two causal relations are required. As a basic input,
we abstractly define the basic causal relation, which we call F -
causes, as a binary relation between E × T and F × T. Given a
F -causes,⇝⊆ (E×T) × (F ×T), we denote by (𝑒, 𝑡) ⇝ (𝜓, 𝑡) the
fact that (𝑒, 𝑡) is a cause of (𝜓, 𝑡) wrt this relation.

The precise definition of a F -cause relation⇝ is specific to each
RAC approach of causality [4, 9, 22, 32]. By remaining abstract here,
we aim to encompass as many different definitions of causality
as possible. We thus do not further characterise this relation here,
but there are a number of necessary or sufficient conditions that
have been identified in the case of structural models [8]. Some of
the properties that we can expect of this relation are precedence
(the cause should not occur after the consequence), inclusion of
counter-factual dependency (if the consequence is simply coun-
terfactually dependent on the antecedent, it should be a cause),

and contribution (the cause should belong to a set of events that is
minimally sufficient to bring about the consequence).

Given an F -cause relation⇝, we extend it to a relation between
occurrences of events, as found in most approaches to actual causal-
ity, by considering that (𝑒, 𝑡) is an actual cause (wrt⇝) of (𝑒′, 𝑡 ′)
if (𝑒, 𝑡) ⇝ (𝑝𝑟𝑒 (𝑒′), 𝑡 ′). For the sake of simplicity, we will overload
the notation and represent by (𝑒, 𝑡) ⇝ (𝑒′, 𝑡 ′) the fact that (𝑒, 𝑡) is
an actual cause of (e’,t’) wrt F -cause relation ⇝.

Lastly, it is essential to define the concept of causal paths in
our setting, as it appears to be fundamental in the discussion of
overdetermination cases. This concept has been formalised for other
objectives by various authors in different formalisms [5, 7].

Definition 4 (causal path). Given a causal setting 𝜒 , an event 𝑒𝜓 ∈
𝐸𝜒 (𝑡𝜓 ), with𝜓 = 𝑝𝑟𝑒 (𝑒𝜓 ), and a F -cause relation⇝, the sequence
of occurrence of events 𝜔 = (𝑒𝑛, 𝑡𝑛), . . . , (𝑒1, 𝑡1) is a causal path link-
ing (𝑒𝑛, 𝑡𝑛) to (𝑒𝜓 , 𝑡𝜓 ) if:

• (𝑒𝑛, 𝑡𝑛) ⇝ (𝑝𝑟𝑒 (𝑒𝑛−1), 𝑡𝑛−1);
• . . . ;
• (𝑒2, 𝑡2) ⇝ (𝑝𝑟𝑒 (𝑒1), 𝑡1);
• (𝑒1, 𝑡1) ⇝ (𝜓, 𝑡𝜓 ).

A complete causal path linking (𝑒𝑛, 𝑡𝑛) to (𝑒𝜓 , 𝑡𝜓 ) is one that cannot
be derived by deleting elements from another sequence that is also a
causal path linking (𝑒𝑛, 𝑡𝑛) to (𝑒𝜓 , 𝑡𝜓 ).

In other words, a causal path between a cause and a consequence
is a sequence of event occurrences where each event contributes to
trigger the next.

Proposition 1. If (𝑒𝑛, 𝑡𝑛) ⇝ (𝑒𝜓 , 𝑡𝜓 ), there is at least one com-
plete causal path linking (𝑒𝑛, 𝑡𝑛) to (𝑒𝜓 , 𝑡𝜓 ).

Proof. Existence of a causal path directly follows from the defi-
nition with 𝑛 = 1. Then, either this causal path is complete or it is
a sub-sequence of a complete causal path. □

If the precise definition of F -causes used by an RAC approach
is transitive, the reciprocal of Proposition 1 is true. Among other
things, this means that if there is a causal path 𝜔 linking (𝑒𝑛, 𝑡𝑛)
to (𝑒𝜓 , 𝑡𝜓 ), (𝑒𝑛, 𝑡𝑛) is an actual cause of (𝑒𝜓 , 𝑡𝜓 ). In the following
sections, we will only be referring to complete causal paths when
we are using causal paths.

3 OVERDETERMINATION IN CAUSALITY
Before presenting our formalisation proposal, we review the differ-
ent categories in the existing typology. To the best of our knowledge,
these categories have only been broadly defined using natural lan-
guage, which may be subject to a variety of interpretations and
thus confusion. We provide an example of each definition, along
with a classical example and a figure showing a trace of Example 1
corresponding to each.
• Symmetric/Duplicative causation: situations where ‘a factor other
than the specified act would have been sufficient to produce the in-
jury in the absence of the specified act, but its effects [...] combined
with or duplicated those of the specified act to jointly produce the
injury’ [34].
• Trumping: situations ‘where the pre-empted factor runs its whole
course–a course that normally produce some event 𝑒–yet that factor
does not cause 𝑒 on this occasion because some pre-empting cause
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"trumps" it’ [17].
• Early preemption: situations ‘in which the pre-emption of the
pre-empted causal sequence occurs before the completion of the
completed causal sequence’ [35].
• Late preemption: situations ‘in which the pre-emption of the
pre-empted causal sequence occurs at the same time as (or after)
the completion of the completed causal sequence’ [35].

[5] traces the history of preemption definition and shows differ-
ent interpretations that exist:

In recent years, there has been some variance in the
literature as to what exactly the difference between
early and late preemption amounts to. According to
the understanding which hearkens back to [23] [. . . ],
the difference is that ‘in cases of early preemption,
the backup process is cut off before the effect occurs,
whereas in cases of late preemption, the process is cut
off by the effect itself’ [21]. By contrast, e.g. [17] hold
that the characteristic feature of early preemption
is that a process is interrupted by another process,
whereas in cases of late preemption no interruption
takes place, rather, the preempted process just does
not run to completion.

The above quote gives rise to two remarks. First, another type
of late preemption can be considered. [17] variant specificity is
that, from a RAC point of view, such variant can only be properly
represented by durative processes. Indeed, if ‘no interruption takes
place’ but the ‘process just does not run to completion’, the only
explanation is that a durative event starts and never ends having
the expected effect because this one is made true by another quicker
process. We call such variant durative late preemption.

The second remark is that durative late preemption and trump-
ing descriptions seem to describe the same cases. It appears from
literature discussions that trumping is the most unclearly defined
case. Note also that the terminology used to define these cases—
‘(completed) causal sequence’, ‘completion’, ‘process’, ‘backup pro-
cess’, ‘cut off’, ‘interrupted’—confirms the existence of a common
intuition about the presence of causal paths when describing overde-
termination.

Example 2 (symmetric/duplicative). From now on, we suppose
that Example 1 was more complex than described. The agents do not
control the switches directly, there is a multiplicity of mechanisms
made of pulleys, ropes, and gears between their action and the event
which modifies the switches state. The actions made by two of the
agents are now denoted 𝑒1𝑚 and 𝑒2𝑛 . To each event the causal paths
𝜔1 = (𝑒1𝑚, 𝑡1𝑚), . . . , (𝑒11, 𝑡

1
1 ) and 𝜔

2 = (𝑒2𝑛, 𝑡2𝑛), . . . , (𝑒21, 𝑡
2
1 ) can poten-

tially be associated. Figure 2 shows traces of Example 1 corresponding
to different cases of overdetermination. Note that the occurrence of 𝑒1𝑚
and 𝑒2𝑛 happening at the same time in all cases is simply a choice to
simplify the illustration. In (a) we see that 𝜔1 and 𝜔2 jointly con-
tribute to the occurrence of 𝑒𝜓 through 𝑓2. This corresponds to the
example in the literature of two assassins pouring a lethal dose of
poison into a victim’s drink [21].

Example 3 (trumping). In (b) we see the same that in (a). However,
in (b) occurrence of 𝑒11 and 𝑒

2
1 are not simultaneous and thus 𝑒21 has as

effect a fluent that was already true. This corresponds to the example

where a boat on a river is forced to stop because the river is blocked. A
bridge A has collapsed in its path. It turns out that another bridge B
has also collapsed a little further on and is also blocking the river [35].

Example 4 (early preemption). In (c) we can see that 𝜔1 inter-
rupts 𝜔2 before the effect occurs. This interruption can be done by
any element of 𝜔1 which makes false a necessary element for the
triggering of an element of 𝜔2. This corresponds to the example where
assassin A poisons a desert traveller canteen, but assassin B empties
the canteen before the traveller can drink. The traveller is found dead
from dehydration some days after [11].

Example 5 (late preemption). In (d) we can see that 𝜔2 is inter-
rupted ‘by the effect itself’. This would be the case if𝜓 = (𝑓1 ∧ 𝑓3 ∧
¬𝑑) ∨ (𝑓2 ∧ 𝑓3 ∧¬𝑑). Indeed, as the occurrence (𝑒𝜓 , 𝑡𝜓 ) causes 𝑑 to be
true at 𝑡𝜓 +1,𝜓 cannot be true at 𝑡𝜓 +1 and thus𝜔2 is interrupted. This
corresponds to the example where two forest fires are set and each is
sufficient to destroy a house. One of them arrives first and burns down
the whole house just before the other one arrives [4]. Some details
and discussions were abstracted on purpose, they will be discussed in
Section 4.

In the following, we first introduce a formal definition of overde-
termination given the formalism described in Section 2. All cat-
egories in the existing typology can be seen as a special case of
Definition 6. Second, we propose a formal typology of overdetermi-
nation cases.

𝑡1𝑚 = 𝑡2𝑛

𝑒3

... 𝑡𝜓

𝑓3

𝑒1𝑚

𝑒2𝑛 𝑒21

𝑒11
𝑓2

𝑒𝜓 𝑑

𝑡11 = 𝑡22

𝑐𝑎𝑢𝑠𝑎𝑙 𝑝𝑎𝑡ℎ 𝜔1

𝑐𝑎𝑢𝑠𝑎𝑙 𝑝𝑎𝑡ℎ 𝜔2

𝑡1𝑚 = 𝑡2𝑛

𝑒3
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𝑑𝑖𝑟𝑒𝑐𝑡 F − 𝑐𝑎𝑢𝑠𝑒𝑒𝑣𝑒𝑛𝑡𝑠

𝑓 𝑙𝑢𝑒𝑛𝑡𝑠

∨

∧

∧

∧

∧

Figure 2: Illustration of (a) symmetric/duplicative, (b) trump-
ing, (c) early preemption, and (d) late preemption overdeter-
mination cases.
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3.1 Overdetermination Formally Defined
Most formalisms used to reason about actual causality do not make
a distinction between states of the world and events, but consider ev-
erything as events. In the famous Suzy and Billy example variables
are Suzy/Billy throws, Suzy/Billy hits, and bottle shatters. There-
fore, when actual causality is discussed most examples concern
causal relations between two occurrences of events. Such choice
appears intuitive. In many of the domains where actual causality
could be used—as law or ethics—agents and their actions are at the
centre of the thinking. However, distinction between states of the
world and events seems deeply embedded in the way we reason
about how the world evolves and thus appears useful to discuss
the intricacies of causality. [25] emphasise ‘that practical systems
require epistemologically adequate systems in which those facts
[commonsense concepts] which are actually ascertainable can be
expressed’. The formalism described in Section 2 makes a strong
distinction between states of the world and events. When speaking
about causal overdetermination, we could use F -causes as well as
actual causes. In order to keep comparison as easy as possible with
classical causality approaches, we chose to focus on actual causes.
In other words, we are interested in the causes of the event bottle
shatters occurrence rather than in the causes of the fluent broken
bottle being true.

To define overdetermination we must engage in counterfactual
reasoning. Therefore, to build counterfactual policies we define, for
a given set of event occurrences𝑋 ⊆ E×T, 𝜋\𝑋 def

= ∀𝑆,∀𝑡, 𝜋 (𝑆, 𝑡) =
𝜋 (𝑆, 𝑡) \ {𝑒 ∈ E| (𝑒, 𝑡) ∈ 𝑋 }. This amounts to removing the occur-
rences of 𝑋 from each possible state. For such a counterfactual
policy to be correct, we must ensure that there will be a transition
labeled by the set of remaining events. We characterize that with
the following definition:

Definition 5 (Simple omissibility). Given a LTS ⟨S, 𝜏⟩, an event
𝑒 ∈ E is simply omissible iff for all (𝑆, 𝐸, 𝑆′) ∈ 𝜏 , there exists 𝑆 ′′ such
that (𝑆, 𝐸 \ {𝑒}, 𝑆′′) ∈ 𝜏 .

This means that it is always possible for such an event not to
occur in a given state without changing any other event occurrence.
By extension, if 𝑒 is simply omissible, we would also say that any
occurrence (𝑒, 𝑡) is simply omissible.

Proposition 2. If 𝑋 is a set of simply omissible event occurrences
and 𝜋 is a correct policy, then 𝜋 \ 𝑋 is a correct policy.

Proof. For all 𝑆 and 𝑡 ,𝜋 correct gives us 𝑆 ′ such that (𝑆, 𝜋 (𝑆, 𝑡), 𝑆′) ∈
𝜏 . Then, denoting 𝑒1, . . . , 𝑒𝑝 the elements of {𝑒 ∈ E| (𝑒, 𝑡) ∈ 𝑋 }, 𝑒1
simply omissible gives 𝑆 ′1 such that (𝑆, 𝜋 (𝑆, 𝑡) \ {𝑒1}, 𝑆′1) ∈ 𝜏 , 𝑒2 sim-
ply omissible thus gives 𝑆 ′2 such that (𝑆, 𝜋 (𝑆, 𝑡) \ {𝑒1, 𝑒2}, 𝑆′2) ∈ 𝜏

and so on until (𝑆, 𝜋 (𝑆, 𝑡) \ {𝑒1, 𝑒2, . . . 𝑒𝑛}, 𝑆′𝑛) ∈ 𝜏 which proves
𝜋 \ 𝑋 correct. □

Let us consider the case of an event 𝑒 that is not simply omissible.
There are two possible cases. First case happens when there is a
state that contains 𝑒 in all its outgoing transitions. This means that
our model considers that this event is mandatory, it is not possible
to consider a scenario in which it would not happen in this state.
Then, it seems normal that we cannot consider a counterfactual
case where it does not occur as such a scenario would not belong
to any of the possible evolution of the world that we modeled. In

such a case, counterfactual reasoning is prohibited by the model.
The second case however, would be a case in which there can be
transitions without 𝑒 , but these transitions would then have other
event that should occur. We would say that such an event is indi-
rectly omissible. For example, it could be the case that if you cannot
turn right, you must turn left and doing nothing is not an option.
In such case, we need a more refined counterfactual policy that can
choose, among the transition where 𝑒 does not happen in this state,
which one should be considered. Such cases are outside the scope
of our current approach, but they could be handled by considering
more expressive policies that order possible transitions rather than
selecting only one. Then the counterfactual policy of removing
𝑒 would select the best transition among those that do not con-
tains it. In the following definition we stick to simple omissibility,
but as explained above, extension to indirect omissibility could be
considered with more expressive policies.

Definition 6 (Direct overdetermination case). Let 𝜒 =

(𝜋,𝜅) be the causal setting and (𝑎1, 𝑡1), (𝑎2, 𝑡2), (𝑒𝜓 , 𝑡𝜓 ) three oc-
currences of events, where 𝑎1 and 𝑎2 are simply omissible events.
Given three counterfactual causal settings 𝜒1

𝐼
= (𝜋 \ {(𝑎2, 𝑡2)}, 𝜅),

𝜒2
𝐼
= (𝜋 \ {(𝑎1, 𝑡1)}, 𝜅)—two Individual causal settings—and 𝜒− =

(𝜋 \ {(𝑎1, 𝑡1), (𝑎2, 𝑡2)}, 𝜅), we have an overdetermination case be-
tween (𝑎1, 𝑡1) and (𝑎2, 𝑡2) in 𝜒 if: 𝑒𝜓 ∈ 𝐸𝜒 (𝑡𝜓 ), 𝑒𝜓 ∉ 𝐸𝜒− (𝑡𝜓 ),
𝑒𝜓 ∈ 𝐸𝜒

1
𝐼 (𝑡𝜓 ), and 𝑒𝜓 ∈ 𝐸𝜒

2
𝐼 (𝑡𝜓 ).

For the sake of brevity and clarity we only consider cases of
overdetermination involving two overdetermining events. How-
ever, in cases involving more overdetermining events, it is possible
to construct a policy where the case can be dealt with pairwise.
To handle it properly, it would be necessary to define that there is
indirect overdetermination between (𝑎1, 𝑡1) and (𝑎2, 𝑡2) in (𝜒, 𝜋)
if there exists a set of occurrences of omissible events 𝑋 ⊂ E × T
such that 𝑎1 and 𝑎2 are in overdetermination in (𝜒, 𝜋 \ 𝑋 ). From a
computational point of view, we get the following result on com-
plexity.

Proposition 3.
• Determining whether two given events occurrences are in direct
overdetermination is linear in the number of time steps (|T|).

• The complexity of determining all pairs of events occurrences
that are in direct overdetermination is in 𝑂 (𝑛2𝑜 .|T|) where 𝑛𝑜
is the number of event occurrences in the main trace (which is
at most |E|.|T|).

Proof. Determining the trace from a causal setting is linear
in the number of time steps. Determining the trace from a coun-
terfactual causal setting is equivalent as the computation of the
counterfactual policy can be done on the fly. Determining whether
two given event occurrences are in direct overdetermination can
be done by computing 4 traces, so it stays linear in |T|.

Then to determine all pairs of events that are in direct overde-
termination, we need to compute the trace for the main scenario,
for all scenario with one omission, and for the scenario with two
omission of events that were not removed in previous step. In the
worst case, this last step requires to check all pairs, and thus 𝑛2𝑜
traces to compute. □

Research Paper Track  AAMAS 2025, May 19 – 23, 2025, Detroit, Michigan, USA 

1844



3.2 Formal Typology of Overdetermination
In order to formalise the typology, we place ourselves in the causal
setting 𝜒 and we consider we are in an overdetermination case.
Thus, we have 𝑒𝜓 ∈ 𝐸𝜒 (𝑡𝜓 ) with 𝑝𝑟𝑒 (𝑒𝜓 ) = 𝜓 , (𝑒1𝑚, 𝑡1𝑚), (𝑒2𝑛, 𝑡2𝑛) two
occurrences of events, and 𝜒1

𝐼
= (𝜋 \

{
𝑒2𝑛
}
, 𝜅), 𝜒2

𝐼
= (𝜋 \

{
𝑒1𝑚

}
, 𝜅),

𝜒− = (𝜋 \
{
𝑒1𝑚, 𝑒2𝑛

}
, 𝜅) three counterfactual causal settings. Given 𝑖 ∈

{1, 2}, we denote Ω𝑖
𝐼
the set of all causal paths 𝜔 which link (𝑒𝑖

𝑘
, 𝑡𝑖
𝑘
)

to (𝑒𝜓 , 𝑡𝜓 ) in 𝜒𝑖
𝐼
, andΩ𝑖 the set of all causal paths𝜔 which link (𝑒𝑖

𝑘
, 𝑡𝑖
𝑘
)

to (𝑒𝜓 , 𝑡𝜓 ) in 𝜒 .
Being in an overdetermination case, we deduce by Definition 6

that Ω1
𝐼
≠ ∅ and Ω2

𝐼
≠ ∅ as in each case, (𝑒𝑖

𝑘
, 𝑡𝑖
𝑘
) is the only differ-

ence between 𝜒𝑖
𝐼
—in which 𝑒𝜓 ∈ 𝐸𝜒

𝑖
𝐼 (𝑡𝜓 )—and 𝜒−—in which 𝑒𝜓 ∉

𝐸𝜒− (𝑡𝜓 ). With a similar reasoning, we deduce that Ω1 ∪ Ω2 ≠ ∅.
Without loss of generality, we can assume to simplify that Ω1 ≠ ∅—
i.e. that there is always a path in 𝜒 linking (𝑒1𝑚, 𝑡1𝑚) to (𝑒𝜓 , 𝑡𝜓 ). Ω2

can then be either empty or not.
For the sake of brevity and clarity, we simplify the current anal-

ysis by making two assumptions: |Ω1
𝐼
| = |Ω2

𝐼
| = 1—i.e. there is a

unique causal path in the individual causal path set— and Ω𝑖 \Ω𝑖
𝐼
=

∅—i.e. no causal paths are created. From such hypothesis we can
deduce Ω1

𝐼
= Ω1 = {𝜔1}, Ω2

𝐼
= {𝜔2}, and either Ω2 = {𝜔2},

or Ω2 = ∅. If Ω2 = {𝜔2} it means ∀(𝑒2, 𝑡2) ∈ 𝜔2, 𝑒2 ∈ 𝐸𝜒 (𝑡2),
while if Ω2 = ∅ it means that 𝜔2 is not a path in 𝜒 given that
∃(𝑒2, 𝑡2) ∈ 𝜔2, 𝑒2 ∉ 𝐸𝜒 (𝑡2). This distinction is crucial as it enables
the differentiation of preemption cases from others.

The existence of multiple causal paths between two occurrences
of events raises potentially interesting new cases but is beyond
the scope of the paper. For example, some causal paths in Ω𝑖

𝐼
may

no longer be in Ω𝑖 because interrupted—Ω𝑖
𝐼
\ Ω𝑖—others may be

conserved—Ω𝑖
𝐼
∩ Ω𝑖—and others may be created by modifying

individual ones—Ω𝑖 \ Ω𝑖
𝐼
. Additionally, if |Ω1 | = 3 and |Ω2 | = 1,

do we consider that overdetermination cases of different nature
coexist, or are there rules of subsumption? As far as we know, such
interesting cases have not been discussed in the field before.

When studying how examples are described and analysed in the
literature, it appears that temporal relations between the causal
paths are ubiquitous. In addition, if there is a difference between
durative late preemption and late preemption, beyond the durative
formalisation, it is to be found in time. For those reasons, we need to
be exhaustive when studying time. To achieve such an exhaustive
analysis, we extract from each causal path𝜔𝑖 its corresponding time
interval which starts at 𝑡𝑖𝑛 and ends at 𝑡𝑖1, and we study the situation
of each typology column for all thirteen possible relations given
by Allen’s interval algebra [2]. Note that the names of the Allen’s
relations should not be interpreted causally in the understanding
of the situation. For example in line ‘𝜔1 ended by 𝜔2’, we only
consider both interval time relation and do not consider that in
such case 𝜔2 had an influence on 𝜔1.

In Table 1 first two columns, we consider Ω2 = ∅. In such case
we can deduce that the addition of (𝑒1𝑚, 𝑡1𝑚), that changes 𝜒2

𝐼
into

𝜒 , interrupts 𝜔2—an occurrence invalidates the triggering of one
element of 𝜔2. The relevant question according to the literature
is whether this element is the consequence itself—∃(𝑒2

𝑗
, 𝑡2
𝑗
) ∈ 𝜔2,

(𝑒𝜓 , 𝑡𝜓 ) ⇝ ¬𝑝𝑟𝑒 (𝑒2
𝑗
), 𝑡2

𝑗
)—or an occurrence of the causal path 𝜔1—

∃
(
(𝑒1
𝑖
, 𝑡1
𝑖
) ∈ 𝜔1, (𝑒2

𝑗
, 𝑡2
𝑗
) ∈ 𝜔2

)
, (𝑒1

𝑖
, 𝑡1
𝑖
) ⇝ (¬𝑝𝑟𝑒 (𝑒2

𝑗
), 𝑡2

𝑗
). Table 1 first

two columns consider each one of these cases.

Definition 7 (early preemption). Let us be in an overdetermina-
tion case. It is considered an early preemption case if Ω1 = {𝜔1}, Ω2 =
∅, and ∃((𝑒1

𝑖
, 𝑡1
𝑖
) ∈ 𝜔1,(𝑒2

𝑗
, 𝑡2
𝑗
) ∈ 𝜔2), (𝑒1

𝑖
, 𝑡1
𝑖
) ⇝ (¬𝑝𝑟𝑒 (𝑒2

𝑗
), 𝑡2

𝑗
).

Definition 8 (late preemption). Let us be in an overdetermina-
tion case. It is considered a late preemption case if Ω1 = {𝜔1}, Ω2 = ∅,
and ∃(𝑒2

𝑗
, 𝑡2
𝑗
) ∈ 𝜔2, (𝑒𝜓 , 𝑡𝜓 ) ⇝ (¬𝑝𝑟𝑒 (𝑒2

𝑗
), 𝑡2

𝑗
).

In Table 1 last two columns, we consider Ω2 = {𝜔2}. In such
case the relevant question seems to be the way the occurrence
of (𝑒𝜓 , 𝑡𝜓 ) is achieved—is the traveller dead due to poisoning or de-
hydration? In the LTS we are in, ‘the way the occurrence of (𝑒𝜓 , 𝑡𝜓 )
is achieved’ corresponds to the concept of support, intrinsically
linked with𝜓 = 𝑝𝑟𝑒 (𝑒𝜓 ). Indeed, a support𝑊 of𝜓 is a prime impli-
cant of𝜓 . In Example 1, two ways of causing (𝑒𝜓 , 𝑡𝜓 ) are possible,
either through𝑊 = {𝑓1, 𝑓3}, or through𝑊 ′ = {𝑓2, 𝑓3}. It is thus a
question of knowing whether the supports related to 𝜔1 and 𝜔2

are identical—𝑊 1 =𝑊 2 as in Figure 2.a—or not—𝑊 1 ≠𝑊 2 as in
Figure 2.c.

By exhaustively studying the literature examples corresponding
to Table 1 third and fourth column, it appears that not all time
relations are relevant. The relation between latest time of each
causal path—corresponding to 𝑡11 and 𝑡21—is the parameter that
seems to be discriminatory. By looking to this parameter some
nuances can be done in duplicative/symmetric overdetermination
cases. We propose a subdivision of this category into three more
refined categories.

Definition 9 (synchronous duplicative). Let us be in an
overdetermination case. It is considered a synchronous duplicative
case if Ω1 = {𝜔1}, Ω2 = {𝜔2},𝑊 1 ≠𝑊 2, and 𝑡11 = 𝑡21 .

Definition 10 (asynchronous duplicative). Let us be in an
overdetermination case. It is considered an asynchronous duplicative
case if Ω1 = {𝜔1}, Ω2 = {𝜔2},𝑊 1 ≠𝑊 2, and 𝑡11 < 𝑡21 .

Definition 11 (symmetric). Let us be in an overdetermination
case. It is considered a symmetric case if Ω1 = {𝜔1}, Ω2 = {𝜔2},
𝑊 1 =𝑊 2, and 𝑡11 = 𝑡21 .

The main difference between the first two lies in time. The last
one takes its name from the fact that what characterises it, is that
the way in which it is caused is the same for both paths and occurs
at the same time. An example of each is given in Figures 3.e, 3.f,
and 2.a respectively.

For [17] ‘cases of trumping turn out on inspection to be nothing
more than either cases of symmetric overdetermination in disguise
or cases of late pre-emption in disguise’. In this paper we propose
a trumping case definition which fits the classical examples for
this case and which is distinct from ‘symmetric overdetermination’
and ‘late pre-emption’. In the typology, the trumping definition we
propose is closer to Hitchcock’s [2007] position who follows ‘[26]
and [19] in thinking that trumping is a species of overdetermination
[symmetric] and not of preemption’ as shown in Figure 2.b.
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Ω1 = {𝜔1}, Ω2 = ∅ Ω1 = {𝜔1}, Ω2 = {𝜔2}
Allen’s interval algebra (𝑒1𝑖 , 𝑡1𝑖 ) → (¬𝑝𝑟𝑒 (𝑒2𝑗 ), 𝑡2𝑗 ) (𝑒𝜓 , 𝑡𝜓 ) → (¬𝑝𝑟𝑒 (𝑒2𝑗 ), 𝑡2𝑗 ) 𝑊 1 ≠𝑊 2 𝑊 1 =𝑊 2

𝜔1 equal to 𝜔2 Early Preemption * Synchronous Duplicative Symmetric
𝜔1 ends 𝜔2 Early Preemption * Synchronous Duplicative Symmetric

𝜔1 ended by 𝜔2 Early Preemption * Synchronous Duplicative Symmetric
𝜔1 overlaps 𝜔2 Early Preemption Late Preemption/Durative Asynchronous Duplicative Trumping

𝜔1 overlapped by 𝜔2 Early Preemption * ** **
𝜔1 starts 𝜔2 Early Preemption Late Preemption/Durative Asynchronous Duplicative Trumping

𝜔1 started by 𝜔2 Early Preemption * ** **
𝜔1 during 𝜔2 Early Preemption Late Preemption/Durative Asynchronous Duplicative Trumping
𝜔1 contains 𝜔2 Early Preemption * ** **
𝜔1 meets 𝜔2 Early Preemption Late Preemption Asynchronous Duplicative Trumping
𝜔1 met by 𝜔2 * * ** **

𝜔1 proceeds by 𝜔2 Early Preemption Late Preemption Asynchronous Duplicative Trumping
𝜔1 proceeded by 𝜔2 * * ** **

Table 1: Formal typology of overdetermination cases given all possible time relations between two causal paths. (*) Incoherence
between the causal relation at the origin of 𝜔2 interruption and time relation between intervals. (**) Incoherence between the
assumption that 𝜔1 is always the first to achieve to the occurrence of (𝑒𝜓 , 𝑡𝜓 ) and time relation between intervals.

Definition 12 (trumping). Let us be in an overdetermination
case. It is considered a trumping case if Ω1 = {𝜔1}, Ω2 = {𝜔2},
𝑊 1 =𝑊 2, and 𝑡11 < 𝑡21 .

Note that in the last two columns the nature of the concerned
cases is not affected by which causal paths ends first. However, as
such information can affect the causal relations deduced by different
causal approaches, it is desirable for our later properties to eliminate
such possibility. Thus, for the sake of brevity, we will suppose that
in the last two columns 𝜔1 always ends first, which explains the
grey cells. Note that while cells with ‘*’ are grey because there is
a real incoherence between the causal relation at the origin of 𝜔2

interruption and time relation between intervals, cells with ‘**’ are
grey by an incoherence between our assumption that 𝜔1 always
achieves first and time relation between intervals.

Table 1 gives, for the thirteen possible time relations between
two causal paths, the type of overdetermination case corresponding
to each column situation. The typology formalisation allows to
clearly define the mainly discussed categories of overdetermination
in the literature. Indeed, the exhaustive analysis presented in Table 1
allows us to propose six well defined cases of overdetermination.

𝑡1𝑚 = 𝑡2𝑛

𝑒3

... 𝑡𝜓

𝑓3

𝑒1𝑚
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𝑓2 𝑒𝜓 𝑑
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𝑒1𝑚
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𝑐𝑎𝑢𝑠𝑎𝑙 𝑝𝑎𝑡ℎ 𝜔1

𝑐𝑎𝑢𝑠𝑎𝑙 𝑝𝑎𝑡ℎ 𝜔2
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Figure 3: Illustration of (e) synchronous duplicative, and
(f) asynchronous duplicative overdetermination cases.

In addition, we can deduce that cases of late preemption can be
transformed to durative late preemption only if 𝑡11 > 𝑡2𝑛 .

4 DISCUSSION
In this section we discuss examples showing how thin the boundary
between different categories is, and thus how important is the
problem formalisation. Then, we present an example of axiomatic
properties of an RAC methods that deal with overdetermination.

4.1 On the Importance of the Formalisation
Let us start by discussing trumping cases which appear to be the
most debated ones. Indeed, while some authors consider trumping
as being part of the ‘relevant cases of actual causation’ [10], oth-
ers consider that ‘cases of trumping turn out on inspection to be
nothing more than either cases of symmetric overdetermination in
disguise or cases of late pre-emption in disguise’ [17]. The classical
trumping example is the one where a boat on a river is forced to
stop because the river is blocked. A bridge 𝐴 has collapsed in its
path. It turns out that another bridge 𝐵 has also collapsed a little
further, also blocking the river.

In fact, this example can indeed belong to different categories
according to how it is formalised. If what makes the boat stop is
the approach of an obstacle—𝑒𝜓 corresponds to the boat stops and
𝜓 = 𝑜𝑏𝑠𝑡𝑎𝑐𝑙𝑒_𝑖𝑛_𝑓 𝑟𝑜𝑛𝑡—then we are in a late preemption case. The
causal path 𝜔1, corresponding to the bridge 𝐴’s collapse, interrupts
the causal path 𝜔2, corresponding to the same event for bridge 𝐵,
by the effect of 𝑒𝜓 which is the boat being motionless. This would
correspond to Definition 8. However, if what makes the boat stop
is the river being blocked, then we could be in one of the four cases
of Table 1 third and fourth column. On one hand, if we consider
that each bridge blocks the river in its own way—the triggering
condition will be𝜓 = 𝑟𝑖𝑣𝑒𝑟_𝑏𝑙𝑜𝑐𝑘𝑒𝑑_𝐴 ∨ 𝑟𝑖𝑣𝑒𝑟_𝑏𝑙𝑜𝑐𝑘𝑒𝑑_𝐵—we are
either in a synchronous duplicative case or in an asynchronous
duplicative case. This would correspond to Definition 9 or 10. On
the other hand, if we consider that each bridge blocks the river in
the same way—𝜓 = 𝑟𝑖𝑣𝑒𝑟_𝑏𝑙𝑜𝑐𝑘𝑒𝑑—we will be either in a symmet-
ric case corresponding to Definition 11—if both bridges collapse
at the same time—or in a trumping case corresponding to Defini-
tion 12—if the collapsing is not simultaneous. Formalising such
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example implies that despite fluent 𝑟𝑖𝑣𝑒𝑟_𝑏𝑙𝑜𝑐𝑘𝑒𝑑 being true by
one of the bridges collapse, the latter collapse will also have as
effect fluent 𝑟𝑖𝑣𝑒𝑟_𝑏𝑙𝑜𝑐𝑘𝑒𝑑 . This simple example shows how thin
boundaries are between cases in Table 1 third and fourth columns.

Boundaries between cases in first and second column can also
be thin. Such fact is very well explained by [35]. If we consider
the classical example where assassin 𝐴 poisons the victim’s drink,
but assassin 𝐵 kills the victim with a gun before the poison can
take effect, granularity of the formalisation has an important role.
From the lowest level of granularity, the case appears as being a
durative late preemption or late preemption case. Either the ongoing
poisoning process does not run to completion, or the death of the
victim interrupts the causal path of the poison as in Figure 2.d.
However, by increasing the granularity of the formalisation, ‘the
steps of the physical process that must occur inside the victim’s
body’ [35] can be taken into account. In such a case, we are likely to
find that assassin 𝐵’s causal path interrupts the poison’s causal path,
for example by causing a haemorrhage that prevents the poison
from spreading through the body. Such case will correspond to the
early preemption case of Definition 7. Halpern’s [2016] rewrite of
Suzy and Billy example, which adds two variables to the problem,
equates changing a durative late preemption case—not manageable
in structural equations framework—into early preemption.

Note that frontiers are not just porous between the first two
columns and between the last two columns, there is porosity be-
tween preemption cases and last two columns. First, in the case
where the formalism used does not allow to cause a fluent if this
fluent was already true when the event occurred, trumping cases
cannot be represented and become early preemption cases. Second,
slightly modifying the preconditions of 𝑒𝜓 can make an asynchro-
nous duplicative case be a late preemption case and vice versa.
Indeed, the presence or not of ¬𝑑 in 𝑝𝑟𝑒 (𝑒𝜓 ) makes all the differ-
ence. In Example 1, the intuition is not the same if the electrocution
leads to death or not. Whereas in the first case, the first agent who
closes the switch preempts any other path that might come after—
¬𝑑 ∈ 𝑝𝑟𝑒 (𝑒𝜓 ) which represents that the victim must be alive to be
executed—in the second case, closing the second switch afterwards
actually causes current to flow through that part of the circuit and
reach the victim, thus allowing for cases other than preemption.

Most of the formalisation choices we have discussed only be-
come explicit when one has to formalise the example. Otherwise,
those assumptions remain implicit but affect the causal intuition
we have of it—by changing asynchronous duplicative cases into
late preemption cases for instance. Having shown that how one
formalises the problem is critical, it seems necessary to use a rep-
resentation which makes these nuances clear when dealing with
overdetermination.

4.2 Axiomatic Properties in Overdetermination
Almost all papers in the Actual Causality field propose a defini-
tion of actual causality and then try to show how intuitive the
causal relations obtained are by confronting them with examples.
In [6], Beckers points out that ‘It is unrealistic to expect that this
[. . . ] strategy in and on itself can deliver a satisfactory account of
causation, because there are too many examples and even more
intuitions’. The discussion of intuitions is beyond the scope of this

paper. However, we would like provide researchers seeking to in-
corporate actual causality into their RAC methods with the means
to effectively address overdetermination issues. Through the use
of our typology, one can generalise beyond specific examples and
propose properties that characterise a definition of actual causality.
Rather than confronting definitions with multiple examples as clas-
sically done in causality, one can prove for all examples belonging
to a category what events will be considered as causes by a causal
definition.

Definition 13 (sensitivity of approaches). Given an overde-
termination case, an actual causality approach is sensitive:

• to preemption: if in such cases it considers (𝑒1𝑚, 𝑡1𝑚) an actual
cause of (𝑒𝜓 , 𝑡𝜓 ), but not (𝑒2𝑛, 𝑡2𝑛).

• to duplicative/symmetric overdetermination: if in such cases it
considers both (𝑒1𝑚, 𝑡1𝑚) and (𝑒2𝑛, 𝑡2𝑛) actual causes of (𝑒𝜓 , 𝑡𝜓 ).

To illustrate how this characterization of overdetermination can
be applied to specific definitions of a causality relation, we assess
the sensitivity of the NESS-based definition from [32]. Though
in [24], it is argued that NESS test cannot deal with preemption
cases because it misses the nuances of structural and temporal order
of events, this shows it is mainly because of the formalism.

Proposition 4. The actual causality approach of [32] is sensitive
to preemption and to duplicative/symmetric overdetermination.

Detailed proofs are given as supplementary material. Defini-
tion 13 is an example of what an actual causality definition consid-
ers as causes of each category. Such specifications can formally be
stated using the proposed formal typology.

As action language AL and situation calculus can also be rep-
resented by LTS, future works will assess the sensitivity of other
RAC approaches to causality such as [22] and [4]. In addition, we
are working on direct translations of situations described in a LTS
into structural equations, allowing causal approaches formalised
only in structural equations to benefit from the typology.

5 CONCLUSION
In this paper, we provide researchers seeking to incorporate actual
causality into their RAC methods with the means to effectively
address overdetermination issues by proposing a formalisation of
the existing typology of overdetermination. This enables the de-
scription of properties describing how RAC methods integrating
causality manage each overdetermination case. To achieve this,
overdetermination and other relevant notions were defined in a
LTS. The exhaustive study has revealed more detailed categories
of overdetermination and shown that the classically discussed ex-
amples cover a narrow range of possibilities. In future work, we
intend to explore the possibilities not yet considered and to use the
typology to better address omission and negative causation.

Another interesting venue of future work is leveraging the prin-
ciples of causation defined in a structural equation model setting by
Beckers and Vennekens [8] in our LTS framework. Especially, trans-
lating the notion of contribution and production to compare them
to our notion of sensitivity to overdetermination seems promising.
Indeed that notion of production is based on enriching structural
equation models with a notion of timing which is already present
in our model.
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